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On log-transformations, vector autoregressions and empirical evidence 

John Haywood* 

Abstract 

This paper re-analyses a bivariate US macroeconomic time series, previously used to demonstrate 

the need for bias corrections in the forecasts of levels of variables, modelled and originally forecast 

using a V AR after log-transformation. It is demonstrated that claims previously made for these data, 

concerning improvements in forecast accuracy following bias correction, were not well founded. 

Simple univariate forecasting procedures are shown to be more successful for these data than a 

cointegrated V AR, with or without bias correction. In the light of previous empirical work, such 

findings could have been expected. This further reinforces the call for an answer to why well­

motivated theoretical advances in time series analysis often do not lead to noticeable improvements 

in out-of-sample forecast accuracy. 
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1. Introduction 

The use of data transformations in empirical time series analysis is ubiquitous. Of such 

transformations, the natural logarithm is certainly one of the most commonly applied. In a recent 

paper, Arino & Franses (2000) - hereafter AF, considered the common situation of forecasting an 

untransformed (vector) time series, after the series have been modelled (and forecast) following Iog­

transformation. 

Granger & Newbold (1976) originally presented theoretical expressions for the autocorrelation 

properties of stationary and integrated univariate transformed series, which included the inverse 

logarithmic (exponential) transform as a particular (but commonly used) case. They then derived 

optimal forecasts for the transformed series and hence gave expressions for the losses incurred by 

the use of naive forecasts, which simply applied an appropriate transformation to the forecasts made 

on the modelled series. AF extended the work of Granger & Newbold in an important direction: 

while limiting themselves to autoregressive models (unlike Granger & Newbold), they considered 

vector time series. Particularly since the influential papers of Sims (1980) and Engle & Granger 

(1987), there has been a huge interest in non-structural (V AR) modelling and in cointegrated 

systems, with estimation of both the long run relationships between time series and their short run 

dynamics. Hence the extension to multivariate systems which AF made is certain! y important and 

seems relevant for much empirical work. 

In this paper I reconsider the two-dimensional time series which AF analysed as an empirical 

illustration of their proposed bias correction. AF presented evidence which, they claimed, 

demonstrated the superiority of forecasts following bias correction. They also suggested, on the 

basis of their empirical example, that bias correction becomes more important as the forecast lead 

time increases. As I show in Section 2, AF' s results owe far more to the behaviour of the data in the 

particular out-of-sample period used than they do to the bias correction. In fact, it is easy to find 

out-of-sample periods in the same data for which the proposed bias correction will definitely make 

forecasts worse than with no correction, irrespective of the cost function chosen to assess the 

forecasts. 

In Section 3, I suggest that if only these two series are considered, there are no apparent benefits for 

forecasting from using AF's cointegrated V AR model over simple univariate procedures, even after 

bias correction. There is, however, evidence that log transformation is sensible for these data 

(certainly in comparison to no transformation), so the issue of biased forecasts following 
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transformation is still relevant. I relate this particular example to several other papers in Section 4 

and suggest that the findings here could have been expected. Section 5 concludes. 

2. Data revisited: the cointegrated V AR of AF 
, 

The data which AF analysed were a two-dimensional time series (X1 (t),X2 (t)) of quarterly 

observations, recorded from 1947Ql to 1988Ql, where X 1 is US real GNP and X 2 is US real 

gross domestic investment (both in billions of 1982 US dollars). The data are listed in Pindyck & 

Rubinfeld (1991, chapter 12) and are plotted in Figures 1 and 2. 

Figure 1 

US real GNP, 1947Ql to 1988Ql 
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Figure 2 

US real Investment, 1947Ql to 1988Ql 

Date 

AF estimated a VAR(3) on data up to 1980Q4 and withheld the remaining 29 observations for out­

of-sample forecast evaluation. Restrictions were imposed on the V AR in order to impose a simple 

cointegrating relationship between GNP and Investment (in logs). No details were provided of the 

particular software which AF used, or of any notable features of the method of estimation. 

However, given the equations for the estimated V AR (AF, p.114) it is a simple matter to reproduce 

their naive forecasts, which are plotted along with the out-of-sample data in Figures 3 and 4. These 

figures well illustrate the true reasons for some of the conclusions that AF drew from their analysis. 

AF presented a range of summary statistics for naive forecasts (as plotted in Figures 3 and 4) and 

unbiased forecasts, produced using their proposed correction applied to the naive forecasts (see AF, 

Table 1, p. 115). They also presented the same summary statistics, calculated for just the last 20 of 

the 29 out of sample forecasts (see AF, Table 2). It is well known that forecast error variability 

(usually) increases with increasing lead time. Thus one of the most striking aspects of AF's paper 

was the massive decrease in MSE (for example) when forecasts for lead times 1 to 9 were excluded 
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(e.g. for GNP, the naive MSE was reported as dropping from 12,248 to 2,511). Similarly striking 

was the change in sign of mean error (for GNP), from negative when all 29 errors were considered, 

to positive. 

Figure 3 Figure 4 

Data with 29 out-of-sample forecasts from a Data with 29 out-of-sample forecasts from a 

cointegrated V AR(3) model (as estimated by AF): cointegrated V AR(3) model (as estimated by 

US real GNP, 1981Ql to 1988Ql . AF): US real Investment, 1981Ql to1988Ql 
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Figures 1 and 3 reveal the very obvious reason for these 'unusual' movements in summary statistics 

(but see also the further discussion of this point early in Section 3). The US recession of 1981/2 was 

not forecast at all by AF's VAR, so all but one of the first 12 errors were negative, and many of 

those were particularly large in absolute value ( causing the change in sign in mean error noted 

above). 

The form of bias correction which AF proposed can be considered either as an additive correction, 

added to a variable in log form before exponentiation, or as a multiplicative factor, applied to the 

naive forecasts. The additive form of correction is always non-negative (as in Granger & Newbold, 

1976), while the multiplicative factor is always at least unity, and is guaranteed to be monotonically 

non-decreasing. Hence applying the bias correction to the last 17 out-of-sample forecasts plotted in 

Figure 3, all of which under-forecast GNP, is certain to improve forecast performance, provided the 

correction is of a 'sensible' size. In fact, AF noted this particular feature as evidence of the 

superiority of their bias-corrected forecasts, particularly when applied to long lead time forecasts. 

Conversely, the 11 forecasts from 1981Q2 to 1983Q4, which are all overestimates, will definitely 

deteriorate following positive bias correction ( of any magnitude), irrespective of the cost function 
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used to assess them. AF did not suggest that this implied their bias correction was inappropriate for 

short lead time forecasts. 

It is not surprising therefore, that when considering only the last 20 out-of-sample forecasts, AF 

found an improvement using their bias correction (see AF, Table 2). Similar comments can be made 

about the behaviour of US real Investment and the summary statistics which AF presented: see 

Figures 2 and 4. To show that those results were due simply to features of these data, rather than to 

bias corrections which become more important as forecast lead time increases, consider Figure 5. 

Using AF's model equations, predicted values can easily be calculated starting from before 

1980Q4, but continuing as far as is desired. Recall that 1980Q4 was the end of AF' s estimation 

period, so such additional predictions include data that was actually used in the model-fitting 

procedure. Figure 5 shows the resulting (naive) predicted values of US real GNP, starting in 

1978Q3 (i.e. an extra 10 forecasts than were calculated originally by AF, giving 39 in total). 

Figure 5 

Data with 39 forecasts from a cointegrated VAR(3) model (as estimated by AF): US real GNP, 

1978Q3 to 1988Ql inclusive. See text for further details 
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It is clear that, since every observation is over-predicted, any bias correction that increases the value 

of the forecasts (as AF's must) will inevitably worsen all the forecasts and any summary cost 

function of the forecast errors. This demonstrates that the claims AF made, concerning their bias 

correction and this particular data set, are not well founded. 

3. Further data analysis 

As noted in Section 2, the massive reduction in MSE when excluding the forecast errors from 

1981Ql to 1983Ql inclusive was surprising, but understandable to some extent, given the 
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behaviour of these data. However, a closer look at AF' s Table 2 suggested that the figures may not 

be entirely reliable, since the mean error (ME) for GNP ( X 1) is a larger positive value than the 

corresponding mean absolute error (MAE). For comparison with the summary statistics for 

additional models presented later, Table I presents a corrected version of the summary measures for 

the naive forecasts presented in AF's Table 2. (Note that AF's Table I was correct, as were the 

MAE and mean average percentage error (MAPE) rows in AF's Table 2.) Without re-estimating 

their model exactly, it is impossible to reproduce AF's bias-corrected forecasts and the associated 

summary measures. 

Table I 

Evaluation of 20 quarters out-of-sample forecasting performance from 10 to 29 periods ahead for 

naive forecasts for levels from a cointegrated V AR(3) model for log-transformed series (as 

estimated by AF) a 

Log-model X, Log-model X 2 

Naive forecast Naive forecast 

ME 43.752 35.179 

MAE 75.529 47.385 

MAPE 2.04% 7.37% 

MSE 6,468 2,882 

RMSE 80.4 53.7 

a The forecast errors are defined as the true value minus the predicted value. Forecast 

evaluation criteria are: mean error, ME; mean absolute error, MAE; mean absolute percentage error, 

MAPE; mean squared error, MSE; and root mean squared error, RMSE. 

It is clear that while there is a reduction in MSE (from AF's Table I to Table I here), the reduction 

is nowhere near as large as that originally recorded in AF. For example, MSEs for the 20 out-of­

sample forecasts from 10-29 periods ahead are approximately 50-65% of those for the full 29 

periods, rather than the 18-20% recorded in AF. Perhaps of more general interest is the increase in 

absolute size of mean error, following the exclusion of short lead time forecasts: compare the naive 

MEs in AF's Table 1 with those presented in Table 1 here. A suggestion which AF (or others) may 

like to pursue is the possible relevance of bias corrections for log-transformed data, applied to 

estimation procedures which explicitly minimise functions of multi-step errors; see, for example, 

Haywood & Tunnicliffe Wilson (1997), Tiao & Xu (1993), and Weiss (1991). 
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There is a large literature which has demonstrated that simple forecasting methods often perform as 

well as, or better than, more complex procedures; see Fil des et al. (I 998), Makridakis & Hibon 

(1979), Makridakis et al. (1982), and additional references therein. While those papers considered 

just univariate methods and a huge variety of time series, Fildes & Stekler (1999) focussed 

specifically on US and UK real GNP and inflation. Fildes & Stekler considered a range of structural 

(multivariate) macroeconomic forecasts and models, and summarised comparisons of such 

published forecasts with those produced by univariate and V AR/BV AR time series models. While 

noting that different studies found evidence that conflicted to some extent, among the points which 

Fildes & Stekler made are the following. Firstly, univariate time series methods generally provided 

real US GNP forecasts with accuracy comparable to that of structural model forecasts. Secondly, 

V AR forecasts of real US GNP were also comparable to structural model forecasts, except that in 

certain studies structural models had a clear advantage. Finally, most forecasts (structural or 

otherwise) failed to predict recessions in advance and sometimes even failed to recognize them 

contemporaneously. 

Given the findings of Fildes & Stekler (1999), it is instructive to contrast AF's cointegrated VAR 

forecasts of X I and X 2 with those produced by some simple univariate methods. Table 2 gives a 

summary of the 29 out-of-sample naive forecast errors from AF's cointegrated VAR (as in AF, 

Table I) along with a summary of the errors from simple exponential smoothing with drift 

(EWMA) and from the Robust Trend method, described in Fildes et al. (1998, Appendix A). 

Unbiased forecasts from AF's VAR (taken from AF, Table I) and from the EWMA are also 

included. 

Before discussing Table 2 further, I will elaborate slightly on the simple univariate methods that are 

summarised there. As is well known, simple exponential smoothing is an optimal forecasting 

procedure for data generated as a random walk signal plus noise, or alternatively as an 

ARIMA(0,1,1) process. For a stochastic trend to well approximate either of the (logged) series 

considered here, a drift term is essential. Hence the form of EWMA that was used can be viewed as 

the simplest exponentially weighted forecasting scheme which could be consistent with the 

behaviour of the data. The in-sample MSE was minimised to choose the discount factor, and for 

both series a value of unity was selected: therefore future values (at lead times 1, 2, ... , k) were 

forecast simply as the most recent observed value, plus an appropriate multiple (1, 2, ... , k) of the 

drift term. The drift term for each series was estimated as the slope coefficient from a simple 

regression of the (logged) data on a linear time trend, up to 1980Q4. 
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Table 2 

Evaluation of 29 quarters out-of-sample forecasting performance for naive forecasts of levels from 

a cointegrated V AR(3) model (as estimated by AF), a univariate Robust Trend approach, and 

simple exponential smoothing with drift (EWMA), all for log-transformed series. Unbiased 

forecasts for the V AR and EWMA are also evaluated 

Log-model X1 forecasts Log-model X 2 forecasts 

Naive Unbiased Naive Unbiased 

VAR VAR VAR VAR 

(from Robust (from (from Robust (from 

AF) Trend EWMA AF) EWMA AF) Trend EWMA AF) EWMA 

MEa -9.720 -74.461 -29.781 -15.159 -33.808 4.906 -20.279 9.617 0.557 -6.116 

MAE 93.474 76.304 66.680 89.587 64.200 55.652 43.865 53.654 53.659 44.421 

MAPE 2.72% 2.28% 2.00% 2.62% 1.94% 10.20% 8.56% 9.74% 9.96% 8.50% 

MSE 12,248 11,633 9,028 11,873 9,039 4,475 3,493 3,987 4,395 3,423 

RMSE 110.7 107.9 95.0 109.0 95.1 66.9 59.1 63.1 66.3 58.5 

a These statistics are defined in Table I. 

The unbiased forecasts for the EWMA were calculated in a standard way for integrated log­

transformed series, following Granger & Newbold (1976). It is worth noting here that the bias 

correction of Granger & Newbold requires the assumption of a parametric model form, from which 

expressions for forecast error variances up to k steps ahead naturally follow. The EWMA is 

however a forecasting procedure, not a time series model. Given the comments made later in 

Section 4, that absence of an underlying model may be beneficial. However, here I assume an 

ARIMA(0,1,1) model is appropriate and construct the bias correction accordingly. While the 

correction does general! y improve the EWMA forecasts, the improvements are not large and in 

some cases the performance actually deteriorates (e.g. ME and MSE for X 1 ). In that regard the 

comments made later, concerning the bias correction which AF applied to their cointegrated V AR, 

could also apply here. 

The Robust Trend method was designed for series that follow a random walk with drift. Hence with 

that method, forecasts of future values always add an appropriate multiple of the estimated drift 

term to the most recent observed value, irrespective of the nature of the data. The robustness comes 

from the estimation of the drift parameter, which is achieved using the median first difference, itself 

augmented by a nonlinear function of the median differences: see Fildes et al. (1998) for further 

details. Forecasting using either of these univariate approaches requires only simple calculations, 
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which can be implemented easily in a spreadsheet (as was the case here). As in AF, estimation was 

carried out using data up to 1980Q4. 

Returning to Table 2, with the exception of the mean error, the out-of-sample performances of 

EWMA (with or without bias correction) and of Robust Trend are noticeably better for all summary 

measures and for both time series than the performance of AF' s cointegrated V AR, even after their 

bias correction. 

The reason for the smaller mean error from AF' s V AR is clear from Figures 6 and 7. Figure 6 

shows AF's (naive) forecast for X 1 along with the (naive) EWMA forecast, while Figure 7 displays 

AF's (naive) forecast for X 2 along with the (naive) Robust Trend forecast. None of the methods 

forecast the recession of 1981/2 (evident in both series), which is perhaps not surprising given the 

conclusions ofFildes & Stek:ler (1999), a point discussed further in Section 4. However, ignoring 

that recession and the subsequent recovery, the simple methods more accurately capture the long 

run trend in both X 1 and X 2 • It is the underestimate of that long run trend by AF' s V AR which 

offsets to some extent the large negative errors caused by not modelling the recession. Following 

AF's line of argument (AF, p. 115), note that the (naive) EWMA forecasts for X 1 outperform AF's 

(naive) forecasts 24 times to 5. Similarly, the (naive) Robust Trend forecasts for X 2 outperform 

AF's (naive) forecasts 18 times to 11. 

Figure 6 Figure 7 

Data with 29 out-of-sample forecasts from a Data with 29 out-of-sample forecasts from a 

cointegrated V AR(3) model (as estimated by AF) cointegrated V AR(3) model (as estimated by 

and from simple exponential smoothing with AF) and from a Robust Trend approach: 

drift (EWMA): US real GNP, 1981Ql to 1988Ql US real Investment, 1981Ql to 1988Ql 
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While the analysis of Section 2 suggests that there is little point in focussing solely on long lead 

time forecasts with just these out-of-sample data, for completeness consider Table 3. The summary 

statistics of Table 2 are repeated, but now the first nine forecasts are excluded (so only lead times 

10 to 29 are considered, as in AF, Table 2). Note that unbiased forecasts for AF's VAR could not be 

included, due to the errors in their Table 2, first mentioned above. 

Table 3 

Evaluation of 20 quarters out-of-sample forecasting performance from 10 to 29 periods ahead for 

naive forecasts of levels from a cointegrated VAR(3) model (as estimated by AF), a univariate 

Robust Trend approach, and simple exponential smoothing with drift (EWMA), all for log­

transformed series. Unbiased forecasts for the EWMA are also evaluated (those presented by AF for 

their V AR are not included: see text) 

Log-model X 1 forecasts Log-model X 2 forecasts 

Naive Unbiased Naive Unbiased 

VAR VAR 

(from Robust (from Robust 

AF) Trend EWMA EWMA AF) Trend EWMA EWMA 

ME
0 43.752 -50.462 8.381 3.081 35.179 -4.089 35.357 14.620 

MAE 75.529 50.619 42.355 38.244 47.385 29.605 46.703 31.772 

MAPE 2.04% 1.40% 1.18% 1.08% 7.37% 4.87% 7.26% 5.09% 

MSE 6,468 4,837 3,106 2,945 2,882 1,402 2,801 1,631 

RMSE 80.4 69.5 55.7 54.3 53.7 37.4 52.9 40.4 

"These statistics are defined in Table 1. 

The respective performance of the forecasting methods is unchanged from Table 2. Again with the 

exception of the mean error, the out-of-sample performances of EWMA (with or without bias 

correction) and of Robust Trend are noticeably better for all summary measures and for both time 

series than the (naive) performance of AF's cointegrated VAR. Even the exception of the mean 

error to that general superiority is marginal: for both time series, two of the three simple methods 

outperform the V AR on that criterion also. 

The appropriateness of logarithmic transformations has been debated in the forecasting literature for 

some time, and in fact AF closed by noting the general difficulty in determining the empirical 

relevance of such a transformation. Box and Cox ( 1964) originally suggested the use of more 

general power transformations, selected by maximum likelihood, and including the log-transform as 

a particular (limit) case. An early example of the types of problem associated with data 
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transformations and forecasting was given in a case study presented and extensively discussed in 

Chatfield & Prothero (1973a, 1973b), Wilson (1973) and Box & Jenkins (1973). Chatfield & 

Prothero (1973a) originally selected a logarithmic transformation for some sales data, the use of 

which was challenged as over-transformation by both Wilson and Box & Jenkins (who each 

favoured a power transformation). In their reply, Chatfield & Prothero (1973b, p. 347) concluded 

that log transforms should be avoided in general and in fact they suggested that their (new) 

approach, "would always be to analyse the untransformed observations, except possibly in 

exceptional circumstances". 

More recently, Makridakis & Hibon (1997) re-analysed the 1001 time series originally used in the 

M-Competition (Makridakis et al. (1982)). They found that logarithmic or power transformations 

(applied as appropriate, to achieve stationarity in the variance) did result in improvements in out-of­

sample forecasts (as measured by MAPE). They noted that the improvements were small, but 

consistent, and also noted that their findings were in contrast to previous ones (including their own; 

see Makridakis & Hibon (1979)). 

For the data analysed here, if attention is restricted to simple extrapolation procedures of the type 

discussed above, then the dichotomous choice between log-transformation and no transformation is 

relatively straightforward: the use of logarithms is clearly preferable for out-of-sample forecast 

accuracy reasons. Given the linearity of the forecast function used in EWMA and in Robust Trend, 

Figures 1 and 2 (which clearly depict nonlinear growth in both series) suggest that those methods 

will not be appropriate for either series without transformation. That is obviously confirmed, 

without the need for summary statistics, by Figure 8. There, 29 out-of-sample forecasts (1981Ql 

onwards) are displayed for X,, from an EWMA optimised on the raw data (by in-sample MSE), 

and from an EWMA optimised for the logged series (as already plotted in Figure 6). The tuned 

discount factor is unity in both cases and the more appropriate long-run trend in the forecasts from 

the logged data is very clear; a similar result is found for X 2 • 

4. Lessons from empirical evidence 

The theoretical idea presented in AF, of bias correction for forecasts of levels made on log­

transformed multivariate data, is certainly important. As they demonstrated, it can also improve the 

empirical performance of V AR models. However, as this paper shows, such improvements can be 

very much sample-dependent. More particularly, with the data considered here, by simply changing 

the forecast origin one can find examples where such bias correction makes forecasts uniformly 

worse. The validity of the cointegrated V AR estimated by AF for these data must be questioned by 
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such findings. As demonstrated in Section 3, simple univariate procedures do in fact perform better 

out-of-sample than AF's VAR, even after bias correction. However, I now suggest that such a 

finding could have been anticipated. 

Figure 8 

Data with 29 out-of-sample forecasts from simple exponential smoothing with drift, optimised over 

both log-transformed and raw data: US real GNP, 1981Ql to 1988Ql inclusive 

4100------------------~ 

3900 

3700 

'in 
C g 
:0 3500 ,,,. 
U) 
::i 
C\I 
~ 3300 

ll.. 
z 

/ 
/ ,,.. 

/ ,-
/ - --

/ 
/ 

/ 

.,..,. 
/ 

/ ,, 

/ 
1/ 

/ 
/ 

/ 

, , 

7 
/ 

/ 

1/ 

(cl 3100,._ ________ ~~--~~----I, 

Date 

GNP 

Logged 

Raw data 

Simple procedures have repeatedly been shown to be at least comparable with more complex 

methods, as already noted in Section 3. Fildes and Makridakis (1995) pointed out that such 

empirical evidence has consistently been ignored, at least by academic forecasters. They argued that 

more attention should be paid to reliable empirical evidence, as provided (for example) by 

comparative forecasting accuracy studies. Fildes and Makridakis found, using classification by key 

words, that within-sample issues (such as model fitting and hypothesis testing) had accounted for 

the vast majority of articles with a time series focus published over a 21 year period (1971-1991 

inclusive). They also noted that comparisons with other models (or methods) were very rare. So it is 

perhaps not surprising that, although AF did look at out-of-sample performance, they did not note 

the better performance of more simple methods. Yet such a result surely questions any conclusions 

drawn from their multivariate model. 

Of course, the arguments for systems models in applied economics are overwhelming, since no one 

believes economic time series to be independent. The study of business cycles (the majority of 
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which have been with US data, as analysed here) was historically concerned with identifying peaks 

and troughs in the level of variables that together reflect economic activity; see Harding & Pagan 

(1999a, 1999b) and additional references therein. Policy decisions concerning the business cycle 

inevitably involve many macroeconomic variables. However, if sensibly specified models that are 

designed to capture long-run movements can not forecast out-of-sample as well as the simplest 

univariate projection methods, how sensible can the models be? Improving the performance of an 

inappropriate model is not difficult, but such improvements are unlikely to be robust. Perhaps more 

attention needs to be devoted to different measures of model 'appropriateness'. 

For example, Fildes et al. (1988) stressed the need for (out-of-sample) forecast comparisons based 

on multiple time origins. Such comparisons were absent from AF. Presumably though, AF simply 

wished to present an illustration of their new theoretical advance. However, the conclusions they 

drew from their empirical evidence were quite general, and yet clearly dependent on a particular 

time origin. Much of the improvement in forecast performance exhibited by the simple methods in 

Section 3 (over that of AF's model) was attributed to forecast functions that more closely follow the 

long run trend in the data. I conveniently 'ignore' the recession of 1981/2, which is indeed helpful, 

since simple procedures with linear forecast functions can not hope to follow such data movements 

out-of-sample. Yet the cointegrated V AR of AF does not pick up the recession ( and subsequent 

recovery) either and that is not uncommon for multivariate methods, as Fildes & Stekler (1999) 

noted. 

Harding & Pagan (1999a, 1999b) showed that a simple random walk with drift model, when 

combined with appropriate cycle-dating procedures, could simulate most of the features of the 

classical US ( and for that matter UK and Australian) business cycles. They also showed that using 

nonlinear models of the Markov-switching type, as suggested by Hamilton ( 1989), did not generate 

business cycles that were 'more similar' to the (log) data, even though such models did produce 

cycles quite different to those from a random walk with drift; see Harding & Pagan (1999b). 

Interestingly, Harding & Pagan (1999b, p. 28) also noted that such nonlinear models were, "chosen 

over random walk models by statistical tests"; a finding that could be interpreted as a further 

warning against extensive reliance on in-sample statistics (cf Fildes & Makridakis (1995)). 

Chauvet & Potter (2000) concluded that the probability of a recession in the US business cycle has 

reduced dramatically since 1984. Using Gibbs sampling and a Bayesian analysis, Chauvet & Potter 

estimated the posterior median time to recession, post 1984, as 18 years. This compares with an 

estimated posterior median time to recession of 4.6 years prior to 1984, the date identified by 
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Chau vet & Potter as that of a structural break (specifically a reduction in volatility) in the common 

factor identified as driving US macroeconomic series. 

Thus the success of the very simple forecasting procedures in Section 3 was perhaps to have been 

expected, since recent evidence suggests that time series models for which such procedures are 

optimal (random walk with drift) do in fact well approximate US macroeconomic series. Further, 

the frequency of recessions has been shown to have diminished markedly, so linear forecast 

functions may well prove even more appropriate with more recent data than that analysed here. 

The success of any time series model in predicting the future obviously relies on the assumption of 

constancy; patterns identified in th~ past and accurately modelled, will continue into the future. 

While the date of the structural break identified by Chauvet & Potter (2000) was outside the sample 

of data used for estimation in this paper, there is other evidence of non-constancy before 1981 QI. 

For example, the sample autocorrelation (acf) and sample partial autocorrelation (pacf) functions of 

the first 17 years of differenced, log-transformed data (67 observations from 1947Q2 to !963Q4) 

show the importance of the seasonal lag in both time series. For real Investment, the fourth lag is in 

fact the first that is significant in either the acf or pacf. However, repeating that exercise for the last 

17 years prior to 1981Ql (i.e. !964Q2 to 1980Q4), the fourth lag is now insignificant in the acf and 

pacf, for both time series. Thus, particularly for economic data, procedures like exponentially 

weighted predictors, designed specifically to robustly track the underlying structure of a variety of 

time series, are likely to fare well in comparison to particular (selected) models whose success relies 

far more on the assumption of constancy. 

In Section 3 it was shown that the use of logarithmic transformations with these data did lead to 

improved out-of-sample forecast accuracy, when compared to not transforming the data at all. Other 

(power) transformations were not considered though. However, such an omission is 'standard 

practice', especially in applied economics, where it is almost mandatory to take logs as a first step 

in any data analysis. There are good reasons for this, of course: most economic data are non-linear 

and can be thought of as consisting of components (for example, 'trend-cycle', 'seasonal', and 

'irregular') which combine in a multiplicative fashion. That empirical fact is not surprising when 

one considers the multiplicative relationships in, for example, compound growth rates. However, 

the majority of time series models in widespread use are linear, so transformation via the use of 

logarithms, from a multiplicative to an additive combination of time series components, is desirable 

from a (linear) modelling point of view. 
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So the issue of bias in naive forecasts of levels, made by transforming forecasts made in logarithms, 

is still very relevant. However, the approaches to correcting that bias given in Granger & Newbold 

(1976) and in AF are dependent on a number of assumptions, as both papers readily noted. A 

crucial one is the normality of the innovations (univariate or multivariate, as appropriate). It is also 

necessary that the forecasts of the (log) transformed variable(s) are optimal in the sense of quadratic 

loss. Now it is obvious from the analysis in Section 3 that the forecasts from AF's cointegrated 

V AR were far from optimal for the logged data, since the naive V AR forecasts of X I and X 2 were 

inferior to those produced by simple procedures. That the bias corrected forecasts were also inferior 

to those from the simple procedures (themselves with or without bias correction) is then not too 

surprising, given that the correction used was not appropriate. Thus while theoretically relevant, the 

practical benefits of AF' s work may well depend far more on an increased attention to out-of­

sample errors at the time of model selection. 

Although the use of logarithmic transformations (and therefore the need for bias corrections of 

forecasts) seems compelling, there are alternative approaches to modelling multiplicative data, and 

alternative approaches to bias correction, following transformation. For example, Ozaki & Thomson 

(2000) propose a nonlinear dynamic model for multiplicative seasonal time series. Ozaki & 

Thomson extend the X-11 paradigm in a parametric modelling direction, which explicitly avoids the 

use of logarithmic transformations, partly due to the inherent bias problem. In related work, 

Thomson & Ozaki (2000) present a range of bias correction procedures, appropriate for data that are 

to be both transformed and seasonally adjusted, before presentation on the original scale. Rather 

than restricting themselves solely to logarithmic transformations, Thomson & Ozaki consider a 

general class of power transformations of the type originally proposed by Box & Cox (1964 ). 

5. Conclusions 

In this paper I have re-analysed a bivariate US macroeconomic time series, originally used to 

demonstrate the need for bias corrections in the forecasts of levels of variables, modelled ( and 

originally forecast) following log-transformation. I demonstrated that the claims previously made, 

concerning improvements in forecast accuracy following bias correction for these data, were not 

generally well founded. I also showed that, for these data, simple univariate forecasting procedures 

were more successful than a cointegrated multivariate model (with or without bias correction). It 

was noted that in the light of previous empirical work, such findings could have been expected. This 

paper further reinforces the call for an answer to why well-motivated theoretical advances in time 

series analysis often do not lead to noticeable improvements in out-of-sample forecast accuracy. 
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