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ABSTRACT. Relaxation algorithms provide a powerful method of finding non
cooperative equilibria in general synchronous games. Through use of the 
Nikaido-Isoda function, the Nash solution to a broad category of constrained, 
multiplayer, non-zerosum games can easily be found. We provide solutions 
to some simple games using this procedure and extend ourselves to more dif
ficult games involving coupled constraints and multiple discrete time periods 
using a program developed in Matlab. 
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Relaxation Algorithms in finding Nash Equilibria 

1. INTRODUCTION 

Game theory problems are renown for being difficult to solve, especially many player, non

zero snm and dynamic games. Compntation of Nash equilibria using the Nikaido-Isoda function 

[4] and the relaxation algorithm [2], [8] seems to be an attractive possibility in that the most 

advanced technique required is minimisation of a multivariate function; a well studied topic. The 

aim of this paper is to use the relaxation algorithm to find Nash equilibria in games of varying 

complexity. 

The motivating paper [8] sets the foundation for the usage of the relaxation algorithm to 

find Nash normalised equilibria, and promises its success for a certain class of games. The 

contribution of the present paper is in applyinging this idea to some specific game theory problems 

and reporting on equilibrium computation experiments. The experiments below were conducted 

using customarily developed software in the Matlab programming environment. 

In the latter stages of the paper, we are able to solve coupled constraints games, which force 

players to obey constraints based on their collective actions. Obeying such constraints relies on 

cooperation, however taxes can be enforced to ensure that players meet these constraints ( see 

[3].) We solve a coupled constraints game in a static and then a dynamic setting using the open 

loop information pattern. As analytical solutions to such games hardly ever exist, the strength of 

this paper is in studying a new computational-economics method suitable for finding eqnilibria 

in intertemporal ("open-loop") conflict situations. 

The organisation of the paper is as follows. Sections 2 and 3 have a tutorial character and 

provide an introduction to some elementary concepts. In Section 4, we consider some simple 

examples which provide an insight into how the algorithm works. Section 5 applies the relaxation 

algorithm to a dynamic game. Concluding remarks and an Appendix, which describes the software 

we developed, are at the end of the paper. 

All definitions, theorems and such are numbered communally and consecutively in each section. 

2. DEFINITIONS AND CONCEPTS 

2.1. Conventions. 

Convention 2.1. In this paper we will be considering two different levels of vector; each player 

in a game will have an action, and all players together will have a collective action. To avoid 

notational confusion between the two and offer the reader some comfort, we will adopt the con

vention that a player's action will be in normal type and have a subscript (e.g. Xi E mm,), and the 

collective action will be in boldface (e.g. x E mm, X· · -xmmn ). In this notation, x = (x1, ... ,xn)-



Convention 2.2. Political correctness is a theme of this decade, and singular pronouns are often 

required to denote a non gender specific person. We adopt the convention that the words "he" 

and "she" have the common meaning "he or she" where appropriate. 

2.2. Nash equilibrium and the Nikaido-Isoda function. This paper concerns game theory, 

we therefore present some basic definitions in this area. 

Definition 2.3. A game in normal form is a three-tuple {N, (Xi)iEN, ( <Pi)iEN} where N is the set 

of players, N = {1, 2, ... , n}, Xi is the action space of player i and </>i is the payoff function of 

player i, </>i : X1 X X2 X ... X Xn -+ JR. 

Notation 2.4. Let x = (x1, ... , Xn) and y = (Y1, ... , Yn) be elements of the collective action 

space X1 x ... x Xn. Denote the element (x1, ... , Xi-1, Yi, Xi+i, ... , xn) by (Yi[x). 

Definition 2.5. Let X C mm, x ... x JRmn = mm be the collective action space, and the function 

</>i : X -+ 1R be the pay off function for player i, i E N. Then the point x* = ( xi, ... , x~) is called 

the Nash equilibrium point if, for each i, 

(1) </>i(x*) = maxm </>;(xi[x*). 
XiEIR i 

We will use the notation 

to denote the equilibrium point of the game where player i has action space and payoff functions 

X; and </>i respectively. 

We now introduce the Nikaido-Isoda function [8]. This function is not so elementary in the 

realms of game theory, and bears some thinking about. 

Definition 2.6. Let </>; be the payoff function for player i. Then the Nikaido-lsoda function '1i 

(X1 X · · · X Xn) X (X1 X · · · X Xn) -+ IR is defined as 

(2) 

Result 2.7. [8] 

(3) 

n 

1-li(x,y) = 2)</>;(y;[x)- </>;(x)]. 
i=l 

1-li(x, x) = 0 xEX. 

Let us take a brief look at the significance of this function. Each summand can be thought 

of as the improvement in payoff a player will receive by changing his action from x; to Yi while 

all other players continue to play according to x. The function thus represents the sum of these 

improvements in payoff. Note that the maximum value this function can take, for a given x, is 

always nonnegative, owing to Result 2.7 above. Also the function is everywhere nonpositive when 

either x or y is a Nash equilibrium point, since in an equilibrium situation no player can make a 

unilateral improvement to their payoff, and so each summand in this case can be at most zero. 
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From here, we reach the conclusion that when the Nikaido-Isoda function cannot be made 

(significantly) positive for a given y, we have (approximately) reached the Nash equilibrium 

point. We use this observation in constructing a termination condition for our algorithm; that 

is, we choose an c such that, when maxyElRm W(xS,y) < s, we have achieved the equilibrium to 

a sufficient degree of precision. 

Definition 2.8. An element x* E X is referred to as a Nash normalised equilibrium point if 

(4) maxW(x*,y) = 0. 
yEX 

Notice that Rosen [6] also introduces the notion of a normalised equilibrium when examining 

equilibrium point uniqueness in concave n-person games. However, he defines it in a different 

context which is one of a game with coupled constraints. His definition will be presented when 

we deal with coupled constraints games in Section 4.2. 

The two following lemmas are presented in [l]: 

Lemma 2.9. A Nash normalised equilibrium point is also a Nash equilibrium point. 

Lemma 2.10. A Nash equilibrium point is a Nash normalised equilibrium point if the collective 

action space X satisfies 

(5) 

An algorithm which uses the Nikaido-Isoda function to find the Nash normalised equilibrium 

will be developed in the next section. Here we note that at each point of the algorithm we wish 

to move towards a point which is an "improvement" on the one that we are at. To this end, let 

us put forward the following definition. 

Definition 2.11. The optimum response function at point x is 

(6) Z(x) = argmaxW(x,y). 
yEX 

In brief terms, this function returns the set of players' actions whereby they all attempt to 

unilaterally maximise their payoffs. 

It is interesting to note that we can consider the algorithm as either performing a static 

optimisation or as calculating successive actions in a convergence to equilibrium in a real time 

process. vVe have been considering the case where all payoffs are known to us, in which case we 

can directly find the Nash equilibrium using the rela.xation algorithm. However, if we only had 

access to one player's payoff function and all players' past actions, then at each stage in the real 

time process we choose the optimum response for that player, assuming that the other players 

will play a.s they had in the previous period. In this way, convergence to the Nash normalised 

equilibrium will occur as t --> oo. 

We now introduce some more technical definitions to be used in the ma.in theorem. 
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Definition 2.12. A function of one argument f(x) is weakly convex if, Vx, y E X 

(7) oJ(x) +(1- a)f(y);::,: f(ax+ (1-a)y)+ a(l-a)r(x,y) 

0 $a$ 1, and l~~~;jl --+ 0 as llx-yll--+ 0 Vx EX 

Definition 2.13. A function of one argument f(x) is weakly concave if; Vx, y E X 

(8) af(x) + (1 - a)f(y) $ f(ax + (1- a)y) + a(l - a)µ(x,y) 

0 $ a $ 1, and t~~ ~ii --+ 0 as llx - YII --+ 0 Vx E X 

Definition 2.14. A function of two vector arguments, f(x, y) is referred to as weakly convex

concave [8] if it satisfies weak convexity with respect to its first argument and weak concavity with 

respect to its second. 

That is, for fixed z E X, 

(9) af(x,z) + (1- a)f(y,z);::,: f(ax + (1- a)y,z) + a(l - a)r(x,y;z) 

r(x,y;z) II II x, y EX, 0 $ a $ 1, and llx _ YII --+ 0 as x - y --+ 0 Vx E X 

and 

(10) af(z,x) + (1 - a)f(z, y) $ f(z, ax + (1 - a)y) + a(l - a)µ(x,y; z) 

d µ(x,y;z) II II \-/ x, y E X, 0 $ a $ 1, an llx _ YII --+ 0 as x - y --+ 0 vx E X 

i·(x, y; z) and µ( x, y; z) are referred to as the residual terms. 

The notions of weak convexity and concavity are weakenings of strict convexity and concavity. 

The residual terms, to be chosen at will, ensure that there are many concave functions which are 

weakly convex and many convex functions which are weakly concave. 

In fact, the family of weakly convex-concave functions includes the family of smooth functions1 

[8], and so this condition is a minimal restriction for practical purposes. 

We now present an elementary example to illustrate the above ideas. 

Example: A convex function which is weakly concave 

Consider the function f : lR --+ lR defined by 

f(x) = x2
. 

This function is convex in all senses. To show that it is weakly concave, we must find an r( x, y) 

such that, for all x, y E lR and a E [O, 1], 

af(x) + (1- a)f(y) $ f(ax + (1- a)y) + a(l - a)r(x,y) 

1 Recall that a function is smooth iff its derivatives of all orders are continuous. 
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That is if and only if 

ax2 + (1- a)y2 S (ax + (1- a)y)2 + a(l - a)r(x,y) 

ax 2 + (1- a)y2 S a 2 x 2 + (1 - a)2 y2 + 2a(l - a)xy + a(l - a)r(x, y) 

a(l - a)x 2 + a(l - a)y2 
- 2a(l - a)xy S a(l - a)r(x, y) 

(x - y)2 S r(x,y) 

So it is sufficient to select ,·(x, y) = (x - y)2
• Also 

r(x, y) 
llx-yll 

(x - y)2 
= · = Ix - YI -+ 0 

lx-yl 
as Ix - YI -+ 0. 

So we conclude that f(x) = x2 is weakly concave. (However, as this is a one variable function, it 

cannot be weakly convex-concave.) o 

The function r(x, y; z) was introduced with the concept of weak convex-concavity. In the case 

of W(x, y) being a twice continuously differentiable function with respect to both arguments on 

X x X, the residual terms satisfy 

(11) 
1 

r(x, y; y) = 2(A(x, x)(x - y), x- y) + o,(llx - Yll 2) 

and 

(12) 
1 

1i(y, x; x) = 2(B(x, x)(x - y), x - y) + 02(1ix - Yll 2
) 

where A(x, x) = filxx(x, y)ly=x is the Hessian of the Nikaido Isoda function with respect to the 

first argument and B(x,x) = Wyy(x,y)ly=x is the Hessian of the Nikaido-Isoda function with 

respect to the second argument, both evaluated at y = x. 

To prove the inequality of Condition (5) of the following Theorem 3.1 under the assumption that 

W(x,y) is twice continuously differentiable, it suffices to show that Q(x,x) = A(x,x)- B(x,x) 

is strictly positive. 

Definition 2.15. The set X is convex if, for every two points x and y in X, the point 

ax + ( 1 - a )y is also in X for O < a < 1. 

Definition 2.16. The set X is compact if every Cauchy sequence has a limit in X. In a finite 

dimensional space this is equivalent to X being closed and bounded. 
7 



3. THE RELAXATION ALGORITHM 

3.1. Statement of the algorithm. Suppose we wish to find the Nash equilibrium for some 

game and we have some initial estimate of it, say x 0 • The relaxation algorithm we use is 

(13) xs+I = (1 - frs)Xs + O:sZ(xs) 0 < O:s :<:; 1 

s = O, l, 2, ... 

The iterate at step s + 1 is constructed by a weighted average of the improvement point Z(xs) 

and the current point xs. This averaging ensures convergence of the algorithm under certain 

conditions, as stated in the following Theorem 3.1. 

By taking sufficiently many iterations of the algorithm, it is our aim to determine the Nash 

equilibrium x* with arbitrary precision. Indeed Theorem 3.1 in the following subsection provides 

conditions for the convergence of this relaxation algorithm. 

3.2. Conditions for existence of a Nash equilibrium and convergence of relaxation 

algorithm. The following theorem states the conditions of convergence for the relaxation al

gorithm. The conditions may look rather restrictive, but in fact a large class of games satisfy 

them. 

Theorem 3.1. [8] There exists a unique Nash equilibrium point to which the algorithm converges 

if: 

l. X is a convex compact subset of mm, 
2. the Nikaido-Isoda function \]i : X x X -+ lR, is a weakly convex-concave function and 

\Ji(x,x) = 0 x EX, 

3. the optimum response function Z(x) is single valued and continuous on X, 

4. the residual term r(x,y;z) is uniformly continuous on X wrt z, 

5. the r·esiclual terms satisfy 

(14) r(x,y; y)- µ(y,x; x) ~ ,6(Jlx - YII) x,y EX 

where ,6 is a strictly increasing function, 

6. the relaxation parameters O:s satisfy 

(a) as> 0, 

(b) ~:,0 as = oo, 

( c) as -+ 0 as s -+ oo. 

3.3. Step size optimisation. In order for the algorithm to converge, we may choose any se

quence ( as) satisfying the final condition of Theorem 3.1. However, it is of computational impor

tance to attempt to optimise the convergence rate. 

Suitable step-sizes may be obtained by trial and error, and we have found that using a constant 

step of as = 0, 5 leads to a quick convergence in most of our experiments. In this case, we can 
8 



think of the °'s as being constant until our convergence conditions are reached, and thereafter 
1 1 1 

decaying with factors 2, 3, 4, .... 
We suggest here a method for step-size optimisation. 

Definition 3.2. Suppose that we reach x 5 at iteration s. Then a; is one-step optimal if it min

imises the optimum response function at xs+I. That is, if 

(15) a;= arg min {maxW(x5+1(a),y)}
aE[0,1) yEX 

(Recall that xs+i depends on a.) 

This method is intuitively appealing. Indeed, we are trying to force the maximum of the 

Nikaido-Isoda function that is an equilibrium condition. 

Of course, we could also use two-step optimisation, or indeed n-step. However any number 

greater than one would be computationally expensive. We have found that one-step optimising 

the step sizes leads to fewer iterations, but that each step takes longer to complete than when 

using constant step sizes. 

\IVhen we refer to optimal step sizes throughout the paper, we generally mean one-step optimal, 

however in some cases where optmisation is very simple, other more elementary methods have 

been used. 

4. SOME SIMPLE EXAMPLES WITH STATIC GAMES 

In this section we will consider some simple games in order to gain an appreciation for how the 

algorithm works in conjunction with the Nikaido-Isoda function. 

4.1. Simple two player games. 

4.l.l. A two player game with identical payoff functions. Consider a two player game where 

both players are maximisers, the action space for each player is lR and the payoff functions 

of players 1 and 2 are identical. Consider the following simple payoff function on the region 

X = {(x1, x2): -10 :<, x1, x2 :<, 10}. 

(16) </>;(x) = -xf - x~ i = 1,2. 

In this case the Nikaido Isoda function is: 

(17) W(x,y) = xf + x~ - Yi - Yi-

Notice in this case that assumptions 1-5 of Theorem 3.1 are satisfied. 

The Nash equilibrium for this game is clearly the maximum of the comm011 payoff function, 

that is x = (0, 0). 

The optimum response function Z(x) = argmaxW(x,y) is determined by simple calculus to 
yEX 

be (0, 0) for any x. Hence if we were to choose a 0 to be e where O < e « 1, it doesn't matter 
9 



what values we assign to c, 1 , a 2 , ••• since we can choose £ such that x 1 satisfies our termination 

conditions, namely that the Nikrudo-Isoda function 

x 1 = a0x 0 + (1 - a0 )Z(x0
) = cx0 + (1 - e )(0, 0) = e:x0 

cc, (0, 0). 

The convergence in the action space is displayed in Figure 1 for starting guess (10, 5). 

FIGURE l. Convergence of the example in Section 4.1.l with starting guess (10,5) 

4.1.2. A slightly less trivial example. Consider the situation of Section 4.1.1, but let the common 

payo:ff function now be 

(18) 

The Nikaido-Isoda function in this case is 

(19) 

As in Section 4.1.1, the Nash equilibrium for this game is x = (0, 0). 
10 



Iteration ( s) Xs O'.s 

0 (10,5) 0.7309 

1 (1.2849,-1.4668) 1.0000 

2 (0.5639,-0.4942) 1.0000 

3 (0.1901,-0.2169) 1.0000 

4 (0.0834,-0.0731) 1.0000 

5 (0.0281,-0.0321) 1.0000 

6 (0.0123,-0.0108) 0.5001 

7 (0.0082,-0.0078) 
TABLE I. Convergence of the example m Sect10n 4.1.2 

The optimum response function is calculated to be Z(x) = -~(x2 , x1). In this case it is also 
13 

relatively simple to see how to optimise the a 8 ; since both players have the same payoff function, 

the optimal °'s is the one which optimises the payoff function 

(20) 0 < 0'. 8 '., l. 

Our Matlab program (see Appendix) gives the results of Table I, with starting guess x = (10, 5), 

and using optimised step sizes °'s• 
The equilibrium point is still x = (0, 0), but the algorithm does not converge directly to it. 

It rather comes in line with the equilibrium first, as seen in Figure 2. We can now make a 

comparison between the optimised and nonoptimised °'s. The first graph, with the optimisation 

performed, shows a much quicker convergence. In contrast the second one, which has °'s = 0.5 

shows a smoother but much slower convergence. The third shows step sizes of °'s = 1 ( that is, 

a non-relaxed algorithm.) We would clearly prefer to use optimised step sizes if this could be 

achieved easily. 

Note that Theorem 3.1 gives no guarantee that the algorithm will converge at all in the second 

or third cases, despite our success. 

4.1.3. The quantity setting duopoly. Inthis model, the players' payofffunctions are not necessarily 

the same. Consider a situation where two firms sell an identical product on the same market [5]. 

Each firm will want to choose its production rates in such a way as to maximise its respective 

profits. Let x, be the production of firm i and let a, >. and p be constants. The market price is: 

(21) 

and the profit made by firm i, is: 

q,,(x) 

(22) 

p(x) = °' - p(x1 + xz) 

p(x)x, - >.x, 

[a - A - p(x1 + xz)]x,. 
11 



i i 

-· .~ ... , 

FIGURE 2. Convergence of the example in Section 4.1.2 with starting guess (10,5) 

using (i) optimised as, (ii) a = 0.5 and (iii) a = 1. The isolines are those of the 

identical payoff function 

The Nikaido-Isoda function in this case is 

(23) W(x,y) = [a - >.- P(Y1 + x2)]Y1 - [a - ,\- p(x1 + x2)]x1 

+[a - >. - p(x1 + Y2)]Y2 - [a - >. - p(x1 + x2)]x2 

leading to an optimum response function of 

(24) 
a->. 1 

Z(x) = -- (1, 1) - - (x2 , x1). 
2p 2 

It is a classical result that the Nash equilibrium in this game is x;' = °' - ,\ with corresponding 
3p 

payoff ,p;(x;v) = (a - >.)
2 

(see for example [5]). To show the convergence of the algorithm in this 
9p 

(
16 16) case let us assign values to the parameters. Let a = 20, ,\ = 4 and p = 1, then xN = 3 , 3 . 

The convergence of the algorithm for the quantity setting duopoly is displayed in Figure 3. 

Note that as = 0 .5 here. 

4.2. A static game with coupled constraints. We will now use our method to find the 

equilibrium of a game with coupled constraints. This means that the players' action set is 

now a general convex set X C JR n rather than as previously where we were confined to X 

X 1 X • • • X Xn C JRm1 X • • • X lRm", each separate X; being convex. 

4.2.1. Existence of the solution to a coupled constraints game. The theorems and definitions to 

follow are presented and proved in Rosen [6], and lead to the existence and uniqueness of an 

equilibrium in the game we introduce in Section 4.2.2. 
12 



~"'----~,~,-~--,.,~~,--,~.,-~--'~,~.,-~, 
Player1 

FIGURE 3. Convergence of the example in Section 4.1.3 

Consider the solution to a game where the n players have payoff functions ( <Pi)i=l...n, 

(25) argequilxEX {</>1(x), ... ,</>n(x)} 

such that X is a convex subset of ]Rm. This shall be called a Rosen's coupled constraints game. 

In the special case where X = X 1 x · · · x Xn, the game is said to have uncoupled constraints. 

Theorem 4.1. An equilibrium point exists for every concave n-person game. 

So we know that if each player has a payoff function which is concave with respect to his 

own action while other players' actions remain fixed, then the game must have at least one Nash 

equilibrium. 

The conditions for uniqueness in the case of uncoupled constraints rely on the concept of 

diagonal strict concavity. Put loosely, a game with this property is one in which each player has 

more control over his payoff than the other players have over it. 

Definition 4.2. The function f(x, 1·) = ~7=1 ri</>i(x) is called diagonally strictly concave for 

x E X and fixed r E lR';. if for every x0, x1 E X we have 

(26) (x1 - x 0 )'g(x0
, r) + (x0 - x1)'g(x1, r) > 0 

where g(x, r) is the pseudogradient off 
13 



(27) 
[ 

r1\11~: 1(x) l 
g(x,r) = 

rn \1 n<Pn(x) 

Theorem 4.3. In a game with uncoupled constraints, if the joint payoff function f(x, r) = 
.z:::r=1 ri</>i(x) is diagonally strictly concave for some ,. > O, then there exists a unique Nash 

equilibrium. 

1i\lhen the constraints are coupled, there are no such guarantees, and we must define a special 

type of equilibrium. 

1i\le introduce the function h : !Rm -+ !Rn to describe the constraint set R, where m is the 

dimension of the collective action space and n is the number of players. Each component of h is 

a concave function of x, and is defined such that 

(28) R = {x: h(x);:: 0}. 

Denote the Lagrange multiplier vector for player i by u?, then x 0 E R is an equilibrium point if 

and only if it satisfies the Kuhn-Tucker conditions: 

(29) 

(30) 

(31) 

h(x0
) ;:: 0 

(u?f h(x0
) 0 

<Pi(x0
) > </>;(y;lx0

) + ( u?f h(y;lx0
). 

Definition 4.4. The equilibrium point x 0 is a Rosen normalised equilibrium point if, for some 

vector r > 0 and constant u0 ;:: 0, 

(32) 

for each i. 

Theorem 4.5. There exists a normalised equilibrium point to a concave n-person game for every 

r > 0. 

Theorem 4.6. Let Q be a convex subset of IR+. If f(x, r) is diagonally strictly concave for every 

,. E Q, then for each r E Q there is a unique normalised equilibrium point. 

This tells us that, if we can show that our game is diagonally strictly concave, then we can 

find a unique normalised equilibrium. 

We will not prove the applicability of Theorem 3.1 to the coupled constraints game. We suggest 

this could be done if the components of the Nikaido-Isoda function were the players' Lagrangians 

rather than their payoffs <Pi· Our numerical experiments do seem to indicate that the diagonal 

strict concavity, which guarantees a unique solution to this class of games, is a sufficient condition 

for the relaxation algorithm to find an equilibrium here. 
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Player j C1j C2j e; Gjl Ctj2 

1 0.10 0.01 0.50 6.5 4.583 

2 0.12 0.05 0.25 5.0 6.250 

3 0.15 0.01 0.75 5.5 3.750 
TABLE II. Constants for the River Basm Pollut10n game 

4.2.2. Formulation of a coupled constraints game. River Basin Pollution, [3]. In this game, we 

consider three players j = 1, 2, 3 located along a river. Each agent is engaged in an economic 

activity at a chosen level Xj, but the players must meet environmental conditions set by a local 

authority. 

Pollutants may be expelled into the river, where they disperse. Two monitoring stations e = 1, 2 

are located along the river, at which the local authority has set maximum pollutant concentration 

levels. 

The revenue for player j is 

(33) 

with expenditure 

(34) :F;(x) = (c1; + cz;x;)x;. 

Thus the net profit for player j is 

</>;(x) R.;(x) - :F;(x) 

(35) 

The constraint imposed by the local authority at location l is 

3 

(36) qe(x) = L o:;eejXj :S: 100, f.= 1, 2. 
j=l 

The economic constants d1 and d2 determine the inverse demand law and are set to 3.0 and 

0.01 respectively. The values for constants c1; and c2; are given values in Table II. 

The o:;e are the decay-transportation coefficients from player j to location 1, and e; is the 

emission coefficient of player j, also given in Table II. 

In this case, we can check conditions (26) to show that problem (25) is a diagonally strictly 

concave one, and so a unique equilibrium point exists. We can thus compute it for a given set of 

weights r using our relaxation algorithm, where the optimum response function Z(x8
) is restricted 

to lie within the feasibility set R. Notice also that the region defined by Equation (36) is convex. 

4.2.3. Solution to the River Basin Pollution game. Here, we build the Nikaido-Isoda function. 

According to Section 4.2.1, its components should be the players' corresponding Lagrangian 

payoffs. However, we will formulate the Nikaido-Isoda function from the unconstrained game, 

letting the constraints be handled within the Matlab procedure. 
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Iteration (s) xs 
1 

xs 
2 

xs 
3 °'s 

0 0 0 0 0.5 

1 9.68 8.59 1.90 0.5 

2 14.85 12.62 2.655 0.5 

3 17.65 14.49 2.913 0.5 

4 19.18 15.35 2.961 0.5 

5 20.03 15.73 2.934 0.5 

: : 

10 21.07 16.03 2.762 0.5 

: : 

20 21.14 16.03 2.728 0.5 

TABLE III. Convergence m the nver basm pollut10n game 

To this end, the Nikaido-Isoda function is 

3 

\J!(x,(y)) = L)<Pj(Yilx)- ,Pj(x)) 

[d1 - d2(Y1 + Xz + x3) - cu - c21Y1]Y1 

+[d1 - d2(x1 + Yz + x3) - c12 - C22Y2]Y2 

+[d1 - d2(x1 + X2 + y3) - C13 - Cz3y3]y3. 

Vve used a starting guess of x = (0, 0, 0) and a:= 0.5 in our Matlab program. The convergence 

is shown in Table III. 

The convergence is displayed as a line in the 3D action space in Figure 4. This game was also 

solved in [3] using Rosen's algorithm, and was found to have equilibrium x = (21.149, 16.028, 2.722), 

giving net profits z = ( 48.42, 26 .92, 6.60). The first constraint is active, i. e. q1 ( x) = 100; the sec

ond constraint is inactive (q2(x) = 81.17). Our solution of x = (21.14, 16.03,2.728) is within 

±0.01 of the solution achieved in [3]. 
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FIGURE 4. Convergence in Section 4.2.2 with starting guess (0,0,0), a,= 0.5 
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FIG u RE 5. Progression of payoffs of Figure 4 
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4.2.4. Applying the Pigouvian taxes. Now that the Nash normalised equilibrium has been found, 

we can force the players to obey it by applying Pigouvian taxes. In this way we create a new, 

unconstrained game whose equilibrium is the same as that of the original. 

For each active constraint, we place a tax on each player of the amount 

(37) Te(x) = max(0, Aege(x)) 

where ,\e is the Lagrange multiplier for constraint e at the equilibrium x = x*. 

For our ga.me, recall that ge = qe is the constraint at location e, e = l, 2, and that the only the 

first constraint is active. 

Thus, in the river basin pollution game with the parameters given, the payoff function for 

player j becomes 

</JJ(x) 

(38) 

R;(x) - F;(x) - I: Te(x) 
e 

[<Ii - d2(x1 + x2 + x3 ) - c1; - c2;x;]x; - ,\1 max (o, t a:;ee;x; - 100) 
1=1 

The coputations of Section 4.2.3 gave us the Lagrange multiplier value for the active con

straint ,\1 = 0.5774. Thus, applying the taxes as above leads to the set of payoff func

tions 'Pj described by Equation (38), which has the unconstrained Nash equilibrium x** = 
arg equilxERm( <Pi, </J2, qJ3, q1, q2) = x*. That is, the new (unconstrained) Nash equilibrium is equal 

to the old (constrained) Nash normalised equilibrium. 

We report that checking numerically the validity of the above is difficult ( using the Matlab 

constr routine, see Appendix) due to the derivative discontinuities introduced by the max func

tion. However, cross-sectional graphs of the payoff functions strongly vindicate the results (see 

Figure 6). 

-~· ~-· 

( 

FIGURE 6. Payoff functions for players 1,2,3 with Pigouvian taxes applied 
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5. FINDING EQUILIBRIA IN DYNAMIC GAMES 

5.1. Application to dynamic games. The relaxation algorithm allows us to find solutions 

to a large number of dynamic games with coupled constraints, so long as those games can be 

decomposed to a game where the present value of the payoff for each player is a function of the 

future collective actions and the initial conditions of the game. This is the case for deterministic 

games with the open-loop information pattern. 

In particular, any finite horizon game where the coupled constraints and payoffs at time t 

depend only on the players' states at that time, and the states can be chosen by players through 

their actions, is solvable by this method. 

Let us illustrate this with an example where the game of Section 4.2.2 is played over a finite 

number of periods. 

5.2. Formulation of the game. The River Basin Pollution game played over T periods. Sup

pose that the agents of Section 4.2.2 now repeat the lliver Pollution game over T discrete time 

periods. They have an option to invest in their products and capacities, which can depreciate. 

The values for all constants will remain the same as in Section 4.2.2 over the period of the 

game. 

State equations. Let xl') denote the fully utilised production capacity that player i has at 

time t, governed by the state equation 

(39) x;'+') = (1 - µi)x;') + ul') 

where ul') is the investment that player i makes at time t, and /ti is the depreciation that applies 

1 · . cl .(o) . fi d . - 1 2 3 - 0 T to p ayer i, an xi 1s xe , i - , , , t - , ... , . 

Denote the collective action and state respectively by 

( 40) 

(41) 

u 

X 

( u,, u2, u3) 

(xi, X2, X3) 

and 

where Hi = ( ul'), ... , uf)) is the vector of all actions of player i and Xi = ( x l'), ... , xf)) is the 

collective-time state vector of player i. Denote the collective action and state at time t by 

(42) 

( 43) 

respectively. 

= ( 
(t) (t) (t)) 

Ur ,u2 ,u3 

(x (t) x(t) x(t)) 
• 1 , 2 , • 3 

and 

Information structure. Suppose that the game is open-loop. That is, the players cannot 

observe the state or capacity of another player other than at t = 0. This implies that the game 

can have an open-loop Nash equilibrium2
• 

2 VVe consider this solution concept valid for "short" horizon dynamic games, where the players are in the process 

of learning each others' behaviour. In that case, the expression pTkx~T) in Equation (44) can represent the payoff 

in a game which is played from T onwards, under a different information pattern. 
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Payoff function. The present value pa.yoff for player i is 

T-1 

(44) il!i( u) = L p' ( <Pi(x(tl) - C3i( u;1l)2
) + pTkixfl 

t=O 

i=l,2,3 

where <Pi(x(tl) is defined through Equation (35), c3;( ul'))2 is the investment cost at time t and 

pTk;xfl represents the scrap value and time T for player i, ki :C: 0, being the scrap value constant 

for player i. 

Constraints. The constraints of Equation (36) fore = l, 2 are to be satisfied by the x<') for 

a.11 t E {0, 1, ... , T}. The current production ea.pa.city xl') must be nonnega.tive, but the u)') may 

be negative, in which case a withdrawal of capital would be indicated. 

5.3. Solution to the game. We want to find the normalised Nash equilibrium 

(45) 

subject to the state equations and constraints given above. 

To do this using the relaxation algorithm, it is necessary to reformulate the pa.yoff functions 

and constraints so that they contain only constants and the actions. That is, they need to be 

free of the states for us to start. 

The reformulation for the pa.yoff functions is 

iJ!i(u) 

(46) 

where the sums over s a.re interpreted as zero if t or T a.re respectively zero. The constraints 

become 

( 47) qe(u(tl) = t o:;ee; ((1- µ;)x\0l + t,(l -tt;)'-su)s)) '.o 100 

for£= 1, 2 and t E {0, 1, .. . T - l}, where the sum overs is a.gain treated as zero if t = 0. 

In the rest of this section, we will be concerned with the players' first period actions, i.e. u\0l. 

The second period action depends on the parameters as follows: 

(48) 
(1) _ pk 

U· ---. 
i 2C3i 

Vve now solve the above game for some different para.meter combinations. 

Two periods with no depreciation or scrap value. Let T = 2, p E (0, l], µ; = 0, ki = 0, 

c3; = 1 and let the initial state vector be the Nash solution of the game over one period, namely 

x(O) = (21.149, 16.030, 2.722). 

Given this information, and a starting guess of u = ((0, 0), (0,0), (0, 0)), which is the expected 

outcome, the program output is the starting guess. 
20 



This is intuitively correct since we are just playing an identical game twice, with a penalty but 

no reward associated with investment, and thus expect the Nash solution for the single period to 

be repeated over both periods. The constraints' satisfaction in each period is the same as in the 

static game. 

Two pe,·iods with depreciation but no discounting or scrap value. Let T = 2, p = 1, µi = 0.l, 

ki = 0, C3i = 1 and let the initial state vector be the Nash solution of the game over one period, 

namely x(0J = (21.149, 16.030, 2.722). 

The solution in this case, with the same starting guess as before, is 

u = ((0.9577, 0), (0.4305, 0), (1.1782, 0)). 

That is, the players adjust the states to x(ll = (19.992, 14.858,3.628) (in period 1), and make 

no further investment. The payoffs corresponding to the above actions are (93.79, 52.77, 14.02). 

The fact that the state does not revert to the initial state is caused by the presence of investment 

costs. The constraints for period 1 are inactive (q1 = -1.49, q2 = -20.77.) 

Two periods with scrap value and discounting but no depreciation. Let T = 2, l'i = 1, c3i = 1, 

k = 1 and xl0) = (21.149, 16.030, 2.722) as before, but now let p be less than one. 

With starting guess u = ((0, 0), (0,0),(0,0)), p was varied with the resulting payoff evolution 

shown in Figure 7. As in one agent problems, the larger p the higher the payoffs. The payoffs 

( 

o., 0,'1 ,., ... , .... "" ... 0.01 o. .. 0.00 .. 

FIGURE 7. How payoff varies with p for players 1,2,3 respectively 

are achieved through actions shown in Table IV and resulting in the state evolution as in Figure 

8. Figure 9 compares the first period actions of the players ( i.e. u?), i = 1, 2, 3) for different 

discounting factors. 

For the static equilibrium of Section 4.2.2 as well as for all dynamic equilibria computed in this 

section, the first of the constraints ( £ = 1) has been active. An increase in production by players 

1 and 2 is compensated by the production decrease of player 3 who is the heaviest polluter and 

the highest cost producer ( see Table II.) 
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p U1 U2 U3 

1 0.0203 0.500 0.2985 0.500 -0.1064 0.500 

0.99 0.0199 0.495 0.2927 0.495 -0.1044 0.495 

0.98 0.0195 0.490 0.2869 0.490 -0.1023 0.490 

0.97 0.0191 0.485 0.2812 0.485 -0.1002 0.485 
.. 

TABLE IV. Nash eqmlibna for varymg p m Section 5.2 

"·~------'.-'~~~·=··=·----, 
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FIGURE 8. Player 1 states for varying p 

FIGURE 9. Player 1, 2 and 3 actions (t = 0) for varying p 

~-, 

Two periods with barely active constmints. Vve look here at how the Nash equilibrium behaves 

when a constraint is non-active in the first period (t = 0). In this way we can observe the behaviour 

of the players when constraints become active. 
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Redefine the constraints as 

( 49) 

(50) 

q1(u(tl) = t, C>j1ej ((1- µ;)x;0
) + t,(l -µi)'-•ul•)) ::; 424 

q2(u('l) = t,aj2ej ((l-Jti)xl0
) + t,(1- /Li)'-•1,l•l) ::; 304, 

then the constraints a.re nonactive when the game is played for a. single period. However, when 

we play for two periods and vary p, the constraints become active. 

Firstly, setting µj to zero for j = 1, 2, 3, and letting p vary from 0.90 to 1.00 give the payoffs 

and actions of Figures 10 and 12 respectively. 

-· ~-· 

}·· 

0.1 0.01 0.0> U3 o.o< ll.M O.H O.Of .... 0 ... .. ... ., ... ._., ............ ., ...... .. ,. .• 

FIGURE 10. How payoff varies with p for players 1,2,3 respectively for the new constraints 

i 
J ... 

... .... .... .. ., ............ ...,. ...... .. 
~ 

FIGURE 11. How constraint values vary with p for the new constraints 

Again, the payoffs are high when the discount factor is large. Regarding the players' actions 

shown in Figure 12, they are such that for a certain value of p (here, p = .95 see Figure 11) the 
23 



second constraint becomes binding. From this value of p "onwards" the least economic agent's 

actions ( i.e. Player 3's; see his parameteres in Table II) start diminishing. 

~-· 

0-0 0.0> 00> 00:) ._ ......... Ul .... 0.00 
~ 

,~ ..... ., U> - ......... ~, ........ 
~ 

FIGURE 12. Player 1, 2 and 3 actions (t = 0) for varying p with the new constraints 

Player1:S.., ... _, _ _ ,. 
= -00 
• 

l= 

•• 
. , 
= -

FIGURE 13. Player 1 states for varying p with the new constraints 

The evolution of the state is shown for Player 1 in Figure 13. We note that his capacities in 

period 1 surpass those of the "static" equilibrium, and grow in the discount factor. An apparently 

big jump in capacities in period 2 is mainly due to the relatively large weight of the scrap value 

in the agent's objective function. 

Secondly, varyingµ; from being Oto 0.10 (for all players simultaneously) and keeping p = 0.96, 

we get the results displayed in Figures 14, 15 and 16. 
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FIGURE 14. Player 1, 2 and 3 payoffs for varying µ; with the new constraints 

!" 

FIGURE 15. How constraint values vary withµ; for the new constraints 

The highest payoffs are (obviously) for no depreciation(µ= 0). The impact of contraints on 

the equilibrium actions is noticeable in this case too. For the depreciation parameter values close 

to zero, a contraint becomes binding and the players have to diminish their actions. 

25 



·-· 

l"' 

FIGURE 16. Player 1, 2 and 3 actions for varyingµ; with the new constraints 
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6. CONCLUSIONS 

The Nikaido-Isoda function was introduced as a means of making the problem of finding a 

Nash equilibrium one of maximising a multivariate function. 

This together with the relaxation methodology allows us to find the Nash equilibrium of many 

non-zero sum multiplayer games in a much simpler fashion than has previously been possible. 

Software was developed to implement these ideas and has been used successfully to solve some 

nontrivial examples. 

The games we solved included several elementary static games and some less elementary games 

including the dynamic river basin pollution game based on [3]. The latter was originally solved 

using Rosen's Algorithm. 

The developed software enabled us to find the Nash normalised equilibrium of a two period 

dynamic game played under the open loop information pattern. In particular, we observed how 

varying the discount factor and capital depreciation influence the equilibrium. 

We noted that if a one period game has a (static) Rosen normalised equilibrium that makes 

a constraint active, this constraint usually remains active in the dynamic game. The players' 

investment behaviour is such that the heaviest polluter should decrease production for the game 

to have an equilibrium. All players' payoffs decrease with a diminishing discount factor. 

However, if a static game has an unconstrained static equilibrium, the dynamic equilibrium 

generally implies an increased production by all players and that ( usually one of) the constraints 

becomes active. Also, the more important the future becomes (i.e. p approaches 1) the "greedier" 

the players become and the more likely is an equilibrium with active constraints. In real life this 

may mean that players should be more strictly monitored for larger values of p. We summarise 

that in dynamic games with coupled constraints and a final payofffunction, the equilibrium (45), 

with p--+ 1, moves away from the static, or "repeated", equilibrium of Section 4.2.3. 

Notice that all dynamic equilibria are Rosen normalised. In order to force the players to invest 

according to these equilibria, Pigouvian taxes can be imposed [3]. 

The relaxation methodology increases the ability of game theory to solve ever more complex 

problems, and does so using simple ideas. 

27 



APPENDIX A. NOTES ON CUSTOMARILY DESIGNED MATLAB SOFTWARE FOR SOLUTIONS OF 

GAMES 

This section contains a brief description of the MATLAB program we designed to implement 

the relaxation algorithm. 

A.l. Program design. The flow diagram is displayed in Figure 17. 

Program interface 
interfac.rn 

I 

Input procedures Relaxation algorithm 
getparrns.m relax.m 
script file 

I 

Maximum response functio1 Step size optimisation 

z - const.m op_alpha.m 

I 
op_alph2.m 

Nikaido-Isoda function 

nik_iso.rn 

FIGURE 17. Program flow diagram 

A.2. Description of the procedures. 

A.2.1. User interface interfac .m. This reads in required parameters which describe the game 

to be solved, and feeds them to the algorithm. It then outputs the results to screen. 

A.2.2. Parameter input getparms .m, scriptfile. The input to the program can be either 

through a series of prompted questions or through use of a MATLAB m-file script which takes 

no arguments and returns all required parameters to the program. 

The required parameters at the time of writing are the names of the payoff function and 

constraint function, a description of the game, a vector giving the dimension of each player's action 

space, the lower and upper bounds on the players' actions, the number of equality constraints, 

the precision required, the step-size optimisation method and a starting guess. 

A.2.3. The payoff function. This takes the collective action and the player number and returns 

the corresponding payoff. 

A.2.4. The constraint function. This takes the collective action vector and returns a vector of 

numbers which must be nonpositive to satisfy the constraints. Some may be required to be equal 

to zero if the number of equality constraints is positive. 
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A.2.5. The relaxation algorithm relax .m. The main procedure containing the control loop for 

the algorithm. This function takes the required parameters, and iterates the algorithm until the 

termination conditions have been reached. It returns the normalised Nash equilibrium together 

with the points traversed in achieving the solution, the individual payoffs at each step, the step 

sizes used and the time taken. 

A.2.6. Next iterate nextx.m. This simple function takes the xs, Z(xs) and er and returns xs+1 . 

A.2.7. Nikaido-Isoda J1tnction nik..iso .m. Returns the value of the Nikaido-Isoda function at the 

point (y, x). The order of the arguments is the reverse of that in the paper for technical reasons. 

A.2.8. Optim1tm response f1tnction z_const .m. This returns they which maximises the Nikaido

Isoda function at the point x. 

A.2.9. Step-size optimisation primitive method op_alpha.m. This simple step-size optimisation 

only works when the players have identical payoff functions. It simply determines the er which 

maximises the common payoff. 

A.2.10. Step-size optimisation general method op_alph2 .m. This step-size optimisation works by 

trying to minimise the maximum of the Nikaido-Isoda function at the next step. 

A.2.11. Vector to string f1tnction vect2str .m. Takes a collective action and the dimensions of 

the players' action spaces, and returns a string output of a nested vector which can be output 

to screen. For example, in the dynamic river pollution game, where each player had two actions, 

the solution was [[O, Oj[O, Oj[O, D]] for p = l. 
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