THE GROWTH RACE at the OECD stadium

Nobel-prize-winning economist Robert Lucas has commented that once one starts thinking about economic growth then it’s hard to think about anything else. The Treasury’s Bob Buckle and Nathan McLellan* agree.

Over the period 1971 to 2002 New Zealand’s per-capita GDP increased by more than 40%. But if its average growth over the same period had been half a percentage point higher, per-capita GDP would have increased by around 70% – and would have represented a substantial increase in material living standards.

Raising living standards is like a long distance race. Proper preparation is required to sustain growth and keep pace with other countries. And a country must be capable of short bursts of speed when the conditions suit, in order to catch up with the leading bunch or to get ahead.

Although New Zealand’s per-capita GDP increased from 1971 to 1992, most other OECD countries had higher growth. So New Zealand continued to move forward over this period, but was passed by 11 other OECD runners. This is a familiar story: we all know it. What’s less well known is that, since the early 1990s, New Zealand has held its relative per-capita GDP ranking only fell one further position (to 19th); and this was in spite of New Zealand’s experiencing a substantial decline in its per-capita GDP. This shows that while a country’s per-capita GDP ranking provides some useful information about its level of per-capita GDP relative to other countries, it can also conceal information about a country’s relative growth performance.

Since the early 1990s New Zealand has had a sustained increase in per-capita GDP growth. As a result, New Zealand has held its relative per-capita GDP level against the OECD average. This is seen in Figure 1.

New Zealand has experienced other periods where per-capita GDP growth was similar to the OECD average – for example, the first half of the 1970s and the first half of the 1980s. However, the period 1992 to 2002 is unique. It’s the longest period since 1971 in which New Zealand’s average per-capita GDP growth has matched the pace of the OECD average. And in fact New Zealand’s average per-capita to page 2
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The GDP growth rate exceeded the EU15 and OECD averages over this period. All this is illustrated by Figure 2.1

The same picture also emerges when we look at aggregate GDP growth instead of growth in GDP per capita. What is more, this improved growth occurred even though New Zealand faced some adverse shocks, including the Asian financial crisis and two adverse climate shocks in the late 1990s. Our preparation for the big race would appear to have improved.

What are the factors that contributed to the recovery in New Zealand’s economic growth beginning in the early 1990s? This question can be approached from a number of angles. We could look at the contributions to aggregate growth from the inputs to production (such as labour and capital) and productivity. Alternatively, we could examine which sectors have contributed to the recovery in aggregate GDP growth. Ultimately, we would also like to be able to explain, for example, why some sectors have contributed more to the recovery in GDP growth or why growth in the labour input has been a feature of the recovery in economic growth since the early 1990s. This type of information helps us understand why growth occurred – and also the contribution of policy changes to this growth.

The recovery in New Zealand’s economic growth has coincided with a change in New Zealand’s industrial structure. This is evident from Figure 3 (see back page), which shows each sector’s production as a percentage of aggregate GDP.

When a particular sector’s GDP share is increasing, this indicates that the sector is growing faster than aggregate GDP. Between the late 1970s and 2002 there has been considerable change in New Zealand sector shares. The primary sector has had a rising sector share throughout the entire period; and the service sector has had a substantial rise in its share of total GDP since the mid 1980s. By contrast, manufacturing, construction, and government and community services have grown more slowly and have experienced declining shares.

An alternative way of showing how the different sectors have contributed to the recovery in New Zealand’s economic growth since the early 1990s is to examine the contributions to average GDP growth in the periods before and after 1992. This has the advantage of capturing increases in the contribution to aggregate growth from a particular sector, even if this sector is growing more slowly than the entire economy. This is seen in Figure 4 on the back page.

One of the striking features of Figure 4 is the substantial increase in the service sector’s contribution to aggregate GDP growth, and to a lesser extent increases in the government and community services sectors’ contributions. The manufacturing and construction services sectors contributed more to aggregate GDP growth in the period after 1992 than they had before – although the manufacturing sector grew more slowly than the economy as a whole, which is why its sector share declined.
Junk Mail for Sale

Imagine if advertisers could not only put advertising leaflets in your mailbox, but make you pay for the cost of printing and delivering them. Farfetched as it might seem, that’s exactly what happens in the world of e-mail. Richard Frogley explains.

In most traditional forms of advertising, advertisers bear the financial costs. For example, advertisers must pay for circulars to be designed, produced and distributed. Consumers still have to dispose of the leaflets, and take time to look at them, but most of the cost is borne by advertisers.

E-mail is different, because the cost to the sender is virtually the same no matter how many people a message is sent to.1 By contrast, each recipient of the message uses bandwidth to download it. Even users on fixed monthly plans ultimately pay for this, as ISPs increase prices to reflect additional bandwidth costs. Consumers also spend valuable time looking at and deleting messages. For a widely distributed message, consumers bear most of the costs.

It’s not surprising then that advertisers tend to be much less discriminating about what they promote by e-mail. Where a leaflet campaign might need a 1 in 50 response rate to be worthwhile, even 1 in 10,000 is still profitable for an e-mail advertiser.

The result has been an explosion in the amount of unsolicited e-mail advertising, known as spam. In the United States, the Federal Trade Commission estimates that more than 40% of incoming business e-mail is now spam, costing US businesses $10 billion a year.2 Webmail provider Hotmail filters out 2.4 billion incoming messages per day.3 E-mail users now have to sift through a mountain of spam to find their legitimate e-mail.

There is a demand for, as well as supply of, information – not all advertising is unwanted by consumers. Most New Zealand households elect to receive mailbox leaflets, rather than opting out with the familiar ‘no circulars’ sign. This indicates some level of demand by consumers for information about products and special deals.

Similarly, there will be some level of demand for product information by e-mail. Websites now exist which allow e-mail users to provide information about themselves and so hear about products likely to interest them. Some even go to the lengths of paying consumers to read this advertising.4 But with almost all the cost and inconvenience of e-mail advertising borne by consumers, there is a flood of unsolicited advertising for products of no interest to the vast majority of recipients.

With such a small proportion of e-mail advertising carrying useful information, it’s not surprising many users would rather put up the electronic equivalent of a ‘no circulars’ sign. Consumers have responded: numerous software programs are now in use that attempt to identify and filter out spam. But instead of allowing customers to opt out, spam senders now continually change their e-mail address and use deceptive subject lines to disguise their promotions as legitimate messages.

Telemarketing is another example of the problem where advertisers incur a small cost, while imposing a larger cost on consumers. While telemarketers can complete up to 20 calls an hour for low wages, most people receiving calls value the inconvenience much more highly. The US Congress has just passed legislation launching a national do-not-call register, and telemarketers can be fined $11,000 for calling a listed number.5 Consumers who place a high value on their time and who have a low interest in products offered by telemarketers now have the choice to opt out.

Both spam and telemarketing make networks harder to use for their proper purpose. According to the US National Telecommunications and Information Administration, 55% of the residents of California pay a fee to have an unlisted telephone number.6 Of these, more than half state their primary reason for having an unlisted number as avoiding telemarketing calls. Similarly, authors of online content are increasingly reluctant to publish their e-mail address. As Jeffrey Simpson at the Canadian Globe and Mail has said, providing your e-mail address at the end of your articles to encourage discussion isn’t such a good idea.7

The conclusion is simple. Suppliers of e-mail advertising pay too small a proportion of the cost of their advertising, so they advertise too much. Consumers are responding.

Richard Frogley is a Masters student in economics and a research assistant at ISCR.

1 The estimated marginal cost of sending e-mail is 0.00032c per recipient (http://www.unc.edu/~clee/itepage/unsolicited_email.htm).
4 www.sendmoreinfo.com
5 www.donotcall.gov
6 www.ntia.doc.gov/reports/privacy/selfreg1.htm
7 www.globeandmail.com/servlet/ArticleNews/TPPrint/LAC/20030628/ COSIMP28/TPComment
Governance of Māori Assets

The Māori desire to protect settlement assets is understandably strong, not least because these assets represent the best opportunity for Māori to claw back a measure of economic self-determination after 150 years of dispossession and privation. The wider New Zealand community is equally concerned to see the assets protected, since the costs of settlements can only increase if future generations of Māori do not enjoy the benefits of current settlements and so seek to have grievances settled once again.

A common response to the desire to preserve Māori assets for future generations has been to restrict the bodies that manage them. Such restrictions often take the form of prohibitions on the transferability of these bodies, and they give rise to significant examples of ‘agency’ problems arising from the separation of ownership and control.

Agency costs

Separation of ownership and control arises when asset owners cannot collectively manage their asset and instead delegate management to others (or to a subset of themselves). Problems arise because the asset managers’ incentives diverge from those of the owners, giving rise to so-called ‘agency costs’.

These costs can include those of managers placing short-term considerations above the owners’ long-term interests, managers paying themselves excessive remuneration and/or not working as hard as the owners might prefer, and direct costs such as audit costs. Agency costs are common to all manner of collectively-owned organisations – including public companies.

An additional source of agency costs arises where the interests of the current owners of an asset diverge from those of future owners. These costs, too, are not unique to corporately-owned Māori assets: most family trusts are set up for the benefit of future generations whose interests the trustees must consider.

In the case of Māori assets to be protected for future generations, however, these costs are potentially more severe. Trusts have limited lives and hence a proscribed number of potential future beneficiaries, whereas Māori-asset-owning bodies are apparently required to preserve the relevant asset for an endless succession of future owners whose interests are impossible to specify (let alone accommodate).

Various mechanisms are commonly employed to mitigate agency costs, by better aligning the interests of the asset owners and managers and by imposing sanctions on poor management performance. Managers’ remuneration can be tied to financial performance – and, where owners find manager performance hard to monitor, external debt can be used so that lenders undertake similar monitoring instead (and financial statements can be audited so that their veracity is independently warranted).

Where ownership in an entity is freely tradable, the threat of takeover – in which underperforming managers risk being replaced if their entity changes hands – provides an all-important sanction against poor performance. Owners also retain the ultimate sanction of exiting their investment if they disapprove of its management.

In the case of Māori entities that manage collectively-owned assets for future generations, non-tradable ownership is a mechanism commonly employed to ensure ongoing ownership of such assets. However, non-tradable ownership also limits the mechanisms available for mitigating agency cost.

While these entities enjoy the potentially unique corrective mechanisms that can be exercised by the wider family or cultural group in the event of poor management, they lack the all-important ability to quit the asset. At the same time, there is clear potential for conflict between current and future generations of owners: as a consequence of the inability to quit, future generations will find themselves holding the assets regardless of whether doing so is in their interests. Security of ownership is in this case traded off against performance disciplines on managers and (potentially) against the interests of future generations.

The importance of the absence of these mechanisms cannot be underestimated. The Treaty of Waitangi Fisheries Commission has recently proposed to allocate around $630 million of fish quota and ‘income shares’ (non-voting dividend...
The essence of these suggestions is that asset protection is not so much about imposing restrictions – it is more about instituting arrangements which ensure those assets are well managed, both now and in the future.

Richard Meade is principal of Cognitus Advisory Services Limited, a provider of commercial advisory services seeking to assist clients with strategic or analytical issues by drawing on the disciplines of economics, corporate finance, and quantitative analysis. With degrees from Victoria University (BCA, BSc, BSc [Hons]), Richard was an investment banker with Credit Suisse First Boston until 1998, specialising in mergers and acquisitions, privatisations, company and derivative valuation, and economic and corporate financial advice. He advised and represented Ngāi Tahu in its successful Treaty settlement negotiations with the Crown, and has advised various parties on fisheries allocation and other matters related to Treaty settlements. The views expressed in this article are the author’s alone.

1 It is also common to use restrictive bodies such as trusts to hold and manage those assets, and/or to encumber the assets themselves. A proper discussion of this is beyond the scope of this article.

BUILD IT AND THEY MAY LEAVE!
Asset-Stranding: Risk and Regulation

The modern economy presents many challenges for regulators and firms alike. One major concern is the ability of demand fluctuations – caused by competition or technological innovation – to strand the very infrastructure assets on which the new economy relies. As these vital assets are often subject to regulation, it is essential to understand how different regulatory regimes perform in this new economic environment. Steen Videbeck reports on recent research from ISCR’s Lewis Evans and Graeme Guthrie which reveals that the type of regulation used has some very important implications for firms and their customers.

Infrastructure assets, such as telecommunication and electricity networks, require large irreversible investments in long-lived assets, which could be rendered redundant by declining demand. For example, fibre-optic networks have very long physical lives; and it would be very costly, if not impossible, to recover and reuse such networks if demand fell significantly.

The potential for such demand fluctuations is large in the modern economy. Possible sources of such ‘customer churn’ include technological change, industry competition, or even something as simple as a population shift. For example, a population movement from south to north may not affect total demand – but the southern part of the network will be under-utilised while the northern part must be expanded.

Thus the combination of irreversibility and uncertainty means that assets’ physical lives are likely to be longer than their economic lives, a phenomenon commonly known as asset stranding.

The risk of stranding is compounded when the firm has a universal-service obligation, forcing it to service all potential customers. Short-term increases in demand then require the firm to expand capacity (unless it has previously built excess capacity into the network); but irreversibility means that if demand falls back to its original level then the firm is left with too much capacity. In effect, the firm is granting its customers an option to abandon the firm at some future date. As with many options, this one is most valuable (or, from the firm’s point of view, most expensive) when volatility is high.

Another change in the regulatory regime has had an even greater impact on the risk of stranding. Traditionally, infrastructure assets were subject to rate-of-return regulation. With this type of regulation, a regulated firm’s allowed revenue was based on the historical cost of its assets, and the rate of return was set in such a way that the firm recovered its costs over the physical lifetime of these assets. Now regulators around the world are favouring an alternative approach – incentive regulation.

New ways – new rules
Under incentive regulation, the asset base from which allowed revenue is derived is the replacement cost of the firm’s assets. This cost reflects the current demand for the network, as well as the state of technology. Thus if customers leave the network, or if a new and cheaper technology becomes available, the firm’s allowed revenue will fall. This is quite different from what happened under traditional rate-of-return regulation: the
firm is no longer guaranteed the recovery of its actual investment cost, and so is exposed to the risk of asset stranding.

Since traditional rate-of-return regulation guarantees the firm its money back, it is reasonable that the firm be allowed to earn the risk-free interest rate on its actual investment. However, if the firm must bear the risk of asset stranding (as will be the case under incentive regulation) then it needs to be allowed to earn a higher rate of return.

We can think of this as an insurance premium which the firm earns for bearing the risk of asset stranding, or as the value of the abandonment options which it grants its customers when they join its network. This premium should be high enough for the firm to be financially viable, and low enough for customers to pay no more than is necessary. Any trend in demand affects this premium: if demand is expected to rise over time, the probability of stranding will be low and so the premium can be small; but if demand is expected to fall, then stranding is more likely and so the premium is relatively high.

Another key determinant of the premium is the variability of demand, since large changes in demand have a disproportionate impact on the risk of stranding. A large increase in demand which is quickly reversed leaves the firm with considerable excess capacity, while a smaller increase (which is also quickly reversed) is less costly. Simulations calibrated to actual networks suggest that this premium could be as high as two percentage points.

Who bears the risk?

These two forms of regulation allocate the risk of asset stranding in different ways. Under traditional regulation, if customers abandon an asset then the burden falls on those who remain (because the allowed revenue is calculated on the historical cost of the asset). Therefore consumers bear the risk of asset stranding. By contrast, the higher allowed rate of return under incentive regulation means that customers pay for their option to abandon the network while they are still connected. The risk of asset stranding is borne by the firm’s shareholders and, because shareholders are better able to diversify this risk, overall welfare is higher under incentive regulation than under traditional regulation.

The two forms of regulation have different effects on the regulated firm’s investment incentives. If a firm is guaranteed recovery of the cost of any investment (which is what happens under traditional regulation), it may ‘gold plate’ assets and even invest when doing so is unnecessary. Traditional regulation thus results in inefficient investment. Not only do consumers bear the risk of asset stranding, but this risk is also greater than it need be. Incentive regulation, however, allows the regulator to delegate investment decisions to the firm – since the firm’s investment policy coincides with one which maximises welfare.

And the winner is …

While traditional regulation may be feasible when entry is prevented, serious problems arise where a regulated incumbent competes with unregulated entrants. Traditional regulation will accelerate the decline in customer numbers: if customer numbers fall, the burden of generating the regulated firm’s guaranteed revenue falls on the remaining customers – who are thus more likely to abandon the network in favour of one of its competitors.

Furthermore, the regulator’s commitment to guaranteeing the regulated firm a reasonable revenue flow is not credible: a regulator is unlikely to allow the incumbent to collect more revenue from each of its remaining customers after it loses market share to a competitor. Nor will a regulator levy the entire industry to support an incumbent firm’s loss of customers to competitors, since to do so will inhibit the process of competition.

So which is the better regulatory regime? Under incentive regulation, not only is the risk of asset stranding reduced because of powerful investment incentives; the remaining risk is also allocated more efficiently, as those who are best able to bear this risk do so. Thus in a world where the threat of asset stranding is so real, incentive regulation emerges as the clear winner.
During the period of economic reform from the mid 1980s until the mid 1990s, New Zealand actively pursued a policy of adopting laws and regulations which provided low compliance and transaction costs for firms — even if these laws and regulations were different from those of its major trading partners. In effect, these policy interventions were a form of regulatory competition.

The international literature on regulatory competition focuses on states which operate within a framework of mutual recognition such as that provided by federal systems (the US, Canada and Australia) or the European Union. This approach has limited applicability to New Zealand because of our high degree of political independence from even our closest trading partner (Australia) and because of our geographical isolation.

In the last five years there has been considerable discussion of the benefits of harmonising New Zealand commercial law and regulation with that of Australia or with an OECD norm. Neil Quigley believes this discussion has placed too little weight on commercial law and regulation being efficient in terms of the specific institutional features of the New Zealand economy.

During the period of economic reform from the mid 1980s until the mid 1990s, New Zealand actively pursued a policy of adopting laws and regulations which provided low compliance and transaction costs for firms — even if these laws and regulations were different from those of its major trading partners. In effect, these policy interventions were a form of regulatory competition.

The international literature on regulatory competition focuses on states which operate within a framework of mutual recognition such as that provided by federal systems (the US, Canada and Australia) or the European Union. This approach has limited applicability to New Zealand because of our high degree of political independence from even our closest trading partner (Australia) and because of our geographical isolation.

The relevance of regulatory competition

The concept of regulatory competition has relevance to New Zealand when the competition is viewed as being that required to attract investment and labour. New Zealand competes for internationally mobile capital and labour which will be applied to activities based in New Zealand — and the more efficient its commercial regulation, the more of both factors of production it attracts.

While commercial regulation may not be the pre-eminent factor in a business investment decision, it is likely to have a significant impact on the expected return from the investment and thus on the aggregate amount of investment in the economy. This suggests that competition focused on providing the most efficient commercial regulation (in the context of the relevant markets in New Zealand) may have a net positive effect on social welfare.

For New Zealand, the key lesson from the regulatory competition literature is that cross-country heterogeneity in law and regulation may be efficient. Such heterogeneity allows New Zealand to implement the most efficient environment within which firms can operate and grow. Regulatory competition focuses attention on the need to ensure first and foremost that the legal and regulatory framework is conducive to maximising the long-term growth of all commercial entities in New Zealand. Whether this is a framework that is unique, incorporates elements of regimes from other countries, or is exactly the framework of other countries, is at best a secondary issue.

The illusion of harmonisation

Recent enthusiasm for harmonisation has been based on the view that policy independence and
regulatory competition are associated with high costs for the New Zealand economy. This approach emphasises that:

(i) It is unlikely that such a small country can consistently produce ‘better’ laws and regulations than larger countries.

(ii) Harmonisation of commercial law and regulation would increase the body of precedent, analysis, and interpretation that is available to guide New Zealand firms and policymakers.

(iii) Harmonisation of commercial regulation with Australia or an OECD norm is likely to result in more firms locating in New Zealand and in New Zealand firms expanding more rapidly. Superior growth prospects for New Zealand firms are claimed to flow from the fact that the firms’ cost of capital will be lower than under regulatory competition (because investors will be more willing to invest in them if they operate within a familiar framework of commercial regulation) – and also from the fact that overseas expansion will be easier because firms will already comply with international standards of commercial regulation.

It is, however, easy to overstate the economy-wide benefits from harmonisation.

The harmonisation of laws may provide benefits to those firms which operate in more than one jurisdiction. But it may impose higher transaction and compliance costs on the vast majority of firms which operate only in the domestic market. By creating a regulatory or legal regime that is inefficient in terms of the unique features of New Zealand’s economy, harmonisation may also make New Zealand investment opportunities less attractive to foreign and domestic investors. Thus harmonisation may provide short-term gains – but it may, in the long term, slow the growth of domestic firms and of the economy as a whole.

Where mutual recognition agreements can be negotiated, these will lower the transaction costs associated with trade and multinational investment. The costs of mutual recognition per se are not high (provided that legislative change is not required and that no additional compliance costs are imposed). However, there will be clear net benefits from mutual recognition only if such a regime leaves New Zealand free to adopt laws and regulatory frameworks which maximise the long-term growth of all firms in New Zealand.

Even if New Zealand and Australia had a comprehensive mutual-recognition regime covering all aspects of commercial regulation, New Zealand would not necessarily be in competition with Australia to attract firms wanting to supply the Australian market. Such firms will certainly find the costs and risks of operating from New Zealand to be too high, no matter how efficient New Zealand’s commercial regulation is. This is because the costs of being at a distance from the largest markets and

"THE FOCUS OF DEBATE ABOUT COMMERCIAL LAW AND REGULATION IN NEW ZEALAND SHOULD CONTINUE TO BE ON THE LONG-RUN EFFICIENCY OF LEGAL AND REGULATORY FRAMEWORKS."

As long as commercial laws are interpreted by New Zealand regulators, enforced by New Zealand courts, and subject to change through political processes in New Zealand, then investors in firms domiciled in New Zealand will still have to acquire an understanding of the local environment rather than simply utilising their knowledge of Australia’s. Unless the adoption of harmonised laws and regulations is accompanied by the adoption of a single legal and regulatory framework for enforcement, net social benefits from harmonisation are unlikely even in the most optimistic scenarios.

New Zealand will benefit most from regulatory competition designed to create a regulatory environment that is efficient in the context of New Zealand markets rather than one that is efficient in the context of Australian markets. Adopting laws and regulations that are optimal for the firms New Zealand does have, rather than adopting laws and regulations that offer the vain hope of attracting Australian firms into New Zealand, seems likely to provide the greatest benefits to New Zealand.

Focus on superior efficiency

The focus of debate about commercial law and regulation in New Zealand should continue to be on the long-run efficiency of legal and regulatory frameworks in promoting commercial activity in New Zealand. In most cases the benefits from harmonisation per se are unlikely to be large enough to drive the adoption of exogenous legal and regulatory frameworks.

New Zealand may wish to adopt Australian laws where they are considered to be superior to those in New Zealand. However, this is purely a matter of superiority, not a matter of harmonisation. Any case for the adoption of exogenous legal and regulatory frameworks must therefore be made on the basis of the superior efficiency of the foreign approach.

Neil Quigley is Pro Vice-Chancellor (International) and Professor of Economics at Victoria University of Wellington and a Research Principal of ISCR.
In the world of telecommunications companies, it’s no secret that average revenues per user (ARPU) from services provided on traditional fixed-line networks or the ‘plain old telephone system’ (POTS) have been steadily declining over recent years.

While some of this decline has resulted from lower prices to customers as a result of increased competition in what were once regulated monopoly markets, evidence from both the United Kingdom\(^1\) and New Zealand\(^2\) shows that the number of minutes of voice traffic on the local loop has also been declining. In markets such as the United Kingdom, where local calls are charged on a per-minute basis, this is resulting in a ‘double hit’ on ARPU. In New Zealand, where local calls are unmetered or ‘free’ under the Telecommunications Service Obligation (TSO – previously known as the ‘Kiwi Share’), declining local call volumes have a lesser impact upon ARPU. But in both markets there’s considerable evidence suggesting that consumers are substituting calls on mobile networks for some calls which previously occurred on the local network. The consequence is a declining ability to increase revenue from voice-based calls on POTS.

Since widespread diffusion of the internet from the mid 1990s, however, telecommunications companies have been insulated against the effects of declining local voice call minutes by very large increases in data traffic on the POTS. Indeed, in New Zealand, for every minute spent on local voice calls nearly three are spent connecting dial-up modems to the internet (Figure 1). Steady growth of internet data traffic has more than compensated for declines in local voice traffic. As a consequence, data traffic is seen as the salvation of POTS. As long as there is growth in data, the value of the POTS remains – even though ARPU is declining. The ARPU challenge becomes one of adjusting charging models to extract more revenue out of increasing data traffic.

**Hitting the wall**

This scenario appears to offer some promise to the telecommunications industry, but for one snag. New Zealand evidence shows that average monthly data traffic per internet account has reached a plateau, and that it’s beginning to decline in the classic manner exhibited by all other mature telecommunications infrastructures (Figure 2).

This decline in traffic cannot be accounted for by transfers of dial-up customers to broadband technologies, as the switch to these technologies in New Zealand has been very low compared with that in other OECD countries. Instead the evidence suggests that, with New Zealanders having been amongst the earliest adopters and most avid users of dial-up internet access, maturity has now been reached – at least for the current uses to which internet access is being put. The new adopters of dial-up internet are late adopters whose use of the technology is low compared with that of existing users.

Furthermore, the evidence suggests that existing users have stopped increasing their use of dial-up – either because they’ve undergone all the learning that’s required to maximise the benefits of current applications, or because there are very few new applications that they want to use.

**Have pipe – need data**

What does this analysis mean for telecommunications companies who have ‘bet the farm’ on a future with increased data traffic? It suggests that focusing on building more ‘pipes’ to carry data may be flawed. The real driver of increases in ARPU lies in creating compelling data-based applications that will offer users larger benefits from increased use of the internet.

The ‘pipes’ that already exist must have ‘water’ flowing through them to generate an income. New Zealand evidence suggests that the internet-data deluge is starting to dry up, and that more challenges to ARPU lie ahead if the applications issue is not addressed.

Bronwyn Howell is a Research Principal of ISCR and is completing her PhD.

---

Auctions are an established method of valuing items in transactions that go as far back as 500 B.C. More recently, their use has been encouraged by the availability of e-communications – bringing more buyers and sellers together at lower cost. Auctions for multiple units of a single item are also growing in popularity. The list of examples is expanding – it includes telecommunications spectrum or emissions permits with a number of similar licences, Treasury bills with a number of bills of the same term, and electricity markets with identical units of electricity. Kevin Counsell provides an insight into ways such auctions are run and their implications for bidder behaviour.

In a single-unit auction, bids in a multiple-unit auction can be either announced by bidders (an open auction) or submitted privately by each bidder (a sealed-bid auction). Most multiple-unit auctions are sealed-bid auctions, although some (such as spectrum auctions) are open auctions.

In a sealed-bid multiple-unit auction, bidders submit a bid detailing how many units of the item they are prepared to buy at specific prices. For example, a bidder may bid $10 for one unit, $5 for a second unit, and $2 for a third. Another bidder may submit respective bids of $9, $7, and $1. The units will then be allocated from the highest bidder downwards until the total supply of units is exhausted. In the example above, if there were three units available, the first bidder would win one unit (with a highest bid of $10) with the other two units going to the second bidder (with the next two highest bids).

The complexities of pricing

Of course the amount each bidder actually pays for the units they win depends on the auction’s pricing rule. Two common rules are uniform pricing and pay-as-bid. Under uniform pricing, all winning bidders pay the same price – the lowest winning bid – on all units won. And this lowest winning bid ensures that demand completely exhausts supply ($7 in the example above). On the other hand, with pay-as-bid, winning bidders pay exactly what they bid for each unit won – and this may differ across bidders.

The question of which pricing rule is the best is the subject of much debate, and it depends on the circumstances.

In a competitive uniform-price auction, bidders will bid at their true value for the item – if they bid below this they risk not winning, but if they bid above they risk winning units but paying more than they value them at. However, a bidder with market power (that is, bidding for a relatively large number of units) might expect that one of their bids will be the lowest winning bid which will then determine the ‘uniform price’. Hence that bidder has an incentive to submit a bid that is lower than their own value of the units. This lowers the price that they pay on all units of the item they win, even the price of units they bid for at a higher price. To go back to the earlier example: if the second bidder knew the bid of $7 would set the uniform price, they may have bid lower at say $6 – still winning two units but paying a lower price all round.

Pay-as-bid auctions have their problems too. A bidder will always want to obtain the lowest price possible for the item. In the example, the first bidder bid $10 for one unit of the item – but the lowest winning bid turned out to be $7. In a pay-as-bid auction, the bidder could have bid closer to $7 and still won one unit of the item (but at a lower price).

So bidders have an incentive to estimate the lowest winning bid and to bid only slightly above that. This can disadvantage smaller bidders, who may have fewer resources available to estimate this price. It may even discourage them from entering the auction in the first place. In contrast, a uniform-price auction may encourage entry by small bidders who can free-ride on the low prices set by dominant bidders.

One further drawback to a pay-as-bid auction: guessing the price introduces the phenomenon of the ‘winner’s curse’. A bidder who wins units of the item is likely to be the bidder who has most-overestimated the lowest winning bid. Hence this bidder is likely to have paid more for the item than it is actually worth. Knowing about the ‘winner’s curse’ induces bidders to bid more cautiously.

And the key lesson? It’s that no auction format is perfect. Indeed, in some markets (such as electricity) the two forms of auction are combined – but that’s another story.

Kevin Counsell is a Masters student in economics and a research assistant at ISCR.
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The construction sector grew at a similar rate to the economy. The primary sector’s contribution to aggregate GDP growth remained fairly constant over the whole period.

Deregulation as a catalyst for change

There are a number of possible explanations for the changing industrial structure and for the rapid growth of the services industries. Services are an increasingly important component of most modern economies. Nevertheless, industry deregulation appears to have been an important catalyst for the change in New Zealand’s industrial structure and the recovery in economic growth.

To take one example: the deregulation of foreign-exchange trading, the end of restrictions on ownership of financial institutions, and the removal of credit-growth guidelines and interest-rate controls is likely to have facilitated the jump in the finance and business services industry’s share of GDP in the second half of the 1980s.

Likewise, the increase in the transport and storage industry’s share of GDP may reflect the impact of deregulation on the transport industry in the 1980s. This industry had previously been regulated to benefit government-owned rail at the expense of road transportation; and the removal of quantity restrictions on road and rail carriage and the removal of quantity licensing of trucking (both of which occurred in the mid 1980s) are likely to have increased the flow of transport activity. The opening up of domestic aviation and the corporatisation of ports are also likely to have spurred activity in transport and storage.

Industry deregulation and a changing industrial structure, coupled with changes in policy institutions that have meant an end to abrupt policy changes, appear to be important explanations for the recovery in New Zealand’s economic growth. These changes could be interpreted as improving the ability of the New Zealand economy to sustain the long-distance race and preparing it for the occasional burst of speed when conditions are suitable. Indeed, these conditions emerged with the improvement in the terms of trade and the long international boom during the 1990s. During this period New Zealand managed to pick up the pace and keep in touch with the leading bunch of OECD countries – although Australia sprinted ahead.

There are other perspectives that could be used to investigate the improvement in New Zealand’s economic growth. For example, has this burst of growth come from increased productivity, or from labour and capital inputs to production? And why did Australia manage to sprint ahead? These questions will be addressed in a subsequent article.

1 All years are March years. All GDP data are in real terms.
2 The OECD average is population weighted and excludes the former Soviet bloc countries – the Czech Republic, Hungary, Poland, and the Slovak Republic.