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Abstract

This note concerns the positive and negative occurrences of propositional variables. Just as the theory of infectious truth-values provides an algebraic understanding of the position according to which identity of subject-matter between two formulas can approximated syntactically by the identity of propositional variables occurring in these formulas, we develop an algebraic understanding of the similar position which considers signed occurrence (i.e., positive or negative) instead of mere occurrence. We apply our framework to classical logic, yielding this first (to our knowledge) semantic characterisation of the logic called SCL by Hornischer [15]. Moreover, we settle two conjectures by Humberstone [17] which use signed occurrences to study the equational logic of the power algebra of the two-element Boolean algebra.

Introduction: Parry’s and Angell’s Conditions

Since the publication of Yablo’s book Aboutness [25], research on formal treatments of subject-matter has been burgeoning. During the last decade, theories of subject-matter have been studied for their own sake (e.g., [11, 14, 21, 26]) but also in relation to truthmaker semantics (e.g., [5, 10]), universal algebra (e.g., [4, 5, 12]) and potential applications to intentional attitudes (e.g., [2, 13, 27]). In particular, a recent proposal in philosophical logic (e.g.,
(3, 15, 25]) has put forward the idea according to which two statements have
the same content if (a) they have the same truth-conditions and (b) they
have the same subject-matter. It has been argued by Hornischer [15] that,
in the context of developing a logic of content identity between formulas, the
second condition could be approximated by a syntactic criterion based on the
propositional variables occurring in these formulas. There are, however, some
disagreement as to what the correct syntactic criterion is. Two proposals
stand out.

According to the first one, two formulas can be treated as having the
same subject-matter if the same propositional variables occur in them. This
criterion will be called the Parry Condition and is exemplified in [20], [3] and
[6]. In particular, the Parry Condition states that a formula and its negation
always have the same subject-matter.

The second proposal disagrees and demands that propositional variables
are treated differently depending on whether they occur positively or nega-
tively in the formula. It cares about the signed (i.e., positive or negative)
ocurrences of variables rather than their mere occurrences. For present pur-
poses, a propositional variable occurs positively (respectively, negatively) in
a formula if it occurs in it under the scope of an even (respectively, odd)
number of negations. ¹ The second criterion treats two formulas as having
the same subject-matter if the same propositional variables occur positively
(respectively, negatively) in the both of them. It will be called the Angell
Condition and is exemplified in [1], [9] and [24].

There has been recently a growing interest (e.g., [6, 8, 19]) in an algebraic
understanding of the Parry Condition. When the condition (a) of identity
of truth-conditions is understood algebraically via the equational logic of
an algebra \( \mathcal{A} \) of truth-values, a method has been developed to modify \( \mathcal{A} \)
into a new algebra whose equational logic corresponds to the logic of content
identity built on top of \( \mathcal{A} \) using the Parry condition. This method is based on
the theory of infectious truth-values and the construction consists in adding
an infectious truth-value to \( \mathcal{A} \).

¹As noted by an anonymous referee, there are some contexts in which we might want
to characterise the occurrence of a propositional variable as negative even though it does
not occur on the scope of a negation. For instance, the classical definition of the material
condition seems to commit us to say that \( p \) occurs negatively in \( p \supset q \) and positively
in \( \neg(p \supset q) \). In this paper, however, we will only be concerned with contexts in which
negation is the only connective to modify the polarity of an occurrence of a propositional
variable.
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This note aims to develop a similar algebraic understanding for the Angell Condition. We start in Section 1 by sketching a general theory of signed infectious extension. Our main result is that the equational logic of the signed infectious extension of an algebra $A$ is the largest fragment of the equational logic of $A$ respecting the Angell Condition. In Section 2, we apply our framework to classical logic and settle two conjectures by Humberstone [17]—one negatively and one positively—relating the signed occurrences of propositional variables in formulas and the equational logic of the power algebra of the two-element Boolean algebra.

1 General Case

1.1 Technicalities

Let $\sigma = \langle V, n \rangle$ be a non-nullary type, i.e., $V$ is a non-empty set of logical connectives and $n : V \to \mathbb{N}$ is an arity function such that $n(\dag) \neq 0$ for all $\dag \in V$. An algebra of type $\sigma$ is a pair $A = \langle A, (\cdot)^A \rangle$ where $A$ is non-empty set and $(\cdot)^A$ is a function such that, for all $\dag \in V$, we have $\dag^A : A^{n(\dag)} \to A$. If $A_1$ and $A_2$ are two algebras of type $\sigma$, a homomorphism is a function $h : A_1 \to A_2$ such that, for all $\dag \in V$ and $a_1, \ldots, a_{n(\dag)}$ in $A_1$, we have $h(\dag^A(a_1, \ldots, a_{n(\dag)})) = \dag^{A_2}(h(a_1), \ldots, h(a_{n(\dag)}))$.

Let $\text{Prop}$ be a countably infinite set of propositional variables. The set $F_\sigma$ of formulas of type $\sigma$ is defined recursively as follows:

- if $p \in \text{Prop}$ then $p \in F_\sigma$,
- for all $\dag \in V$ and $\varphi_1, \ldots, \varphi_{n(\dag)}$ in $F_\sigma$, we have $\dag(\varphi_1, \ldots, \varphi_{n(\dag)}) \in F_\sigma$.

The formula algebra of type $\sigma$ is $F_\sigma = \langle F_\sigma, (\cdot)^{F_\sigma} \rangle$ where, for all $\dag \in V$, we have $\dag^{F_\sigma} : \langle \varphi_1, \ldots, \varphi_{n(\dag)} \rangle \mapsto \dag(\varphi_1, \ldots, \varphi_{n(\dag)})$. For all algebras $A$ of type $\sigma$, a homomorphism $v : F_\sigma \to A$ is called a $A$-valuation. It is well-known that $A$-valuations are entirely determined by their behaviour on propositional variables. If $\varphi_1$ and $\varphi_2$ are two formulas of then $\varphi_1 \approx \varphi_2$ is called an equivalence. An equivalence $\varphi_1 \approx \varphi_2$ is valid in an algebra $A$ if $v(\varphi_1) = v(\varphi_2)$ for all $A$-valuations $v$. The set of equivalences valid in an algebra $A$ is called the equational logic of $A$. 
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1.2 Infectious extensions

The set \( \text{var}(\varphi) \) of propositional variables of a formula \( \varphi \) is recursively defined as follows:

- if \( p \in \text{Prop} \) then \( \text{var}(p) = \{p\} \),
- for all \( \dagger \in V \) and \( \varphi_1, ..., \varphi_{n(\dagger)} \) in \( F_\sigma \), we have \( \text{var}(\dagger(\varphi_1, ..., \varphi_{n(\dagger)})) = \text{var}(\varphi_1) \cup ... \cup \text{var}(\varphi_{n(\dagger)}) \).

Let \( A \) be an algebra of type \( \sigma \). The infectious extension of \( A \) is the algebra \( A^i = (A^i, (\cdot)^{A^i}) \) of type \( \sigma \) where \( A^i = A \cup \{i\} \) (for \( i \notin A \)) and, for all \( \dagger \in V \) and \( a_1, ..., a_{n(\dagger)} \) in \( A^i \), we have \( \dagger^{A^i}(a_1, ..., a_{n(\dagger)}) = \dagger^A(a_1, ..., a_{n(\dagger)}) \) if \( \{a_1, ..., a_{n(\dagger)}\} \subseteq A \) and \( \dagger^{A^i}(a_1, ..., a_{n(\dagger)}) = i \) otherwise.

**Proposition 1.** Let \( A \) be an algebra of type \( \sigma \) and let \( \varphi_1 \) and \( \varphi_2 \) be two formulas of type \( \sigma \). The equivalence \( \varphi_1 \approx \varphi_2 \) is valid in \( A^i \) if and only if it is valid in \( A \) and \( \text{var}(\varphi_1) = \text{var}(\varphi_2) \).

**Proof.** Suppose that \( \varphi_1 \approx \varphi_2 \) is valid in \( A^i \). Since \( A \) is a subalgebra of \( A^i \), this equivalence is valid in \( A \). Suppose moreover that \( \text{var}(\varphi_1) \neq \text{var}(\varphi_2) \). Without loss of generality, we can assume that there is some \( p \in \text{var}(\varphi_1) \setminus \text{var}(\varphi_2) \). Let \( v \) be a \( A^i \)-valuation such that \( v(p) = i \) and \( v(q) \in A \) for all \( q \in \text{Prop} \setminus \{p\} \). Clearly, \( v(\varphi_1) = i \) and \( v(\varphi_2) \in A \), which contradicts our initial assumption. So \( \text{var}(\varphi_1) = \text{var}(\varphi_2) \).

Now suppose that \( \varphi_1 \approx \varphi_2 \) is valid in \( A \) and \( \text{var}(\varphi_1) = \text{var}(\varphi_2) \). Let \( v \) be a \( A^i \)-valuation. If there is some \( p \in \text{var}(\varphi_1) \) such that \( v(p) = i \) then \( v(\varphi_1) = v(\varphi_2) = i \). Otherwise, let \( v' \) be a \( A \)-valuation such that \( v \upharpoonright \text{var}(\varphi_1) = v' \upharpoonright \text{var}(\varphi_1) \). Clearly, \( v(\varphi_1) = v'(\varphi_1) = v'(\varphi_2) = v(\varphi_2) \). So \( \varphi_1 \approx \varphi_2 \) is valid in \( A^i \). \( \square \)

1.3 The algebra of signed occurrences of propositional variables

From now on, we suppose that \( \neg \in V \) and that \( n(\neg) = 1 \). The sets \( \text{var}^+(\varphi) \) and \( \text{var}^-(\varphi) \) of positive and negative propositional variables of a formula \( \varphi \) are defined recursively as follows:

- if \( p \in \text{Prop} \) then \( \text{var}^+(p) = \{p\} \),
- if \( p \in \text{Prop} \) then \( \text{var}^-(p) = \emptyset \),
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for all \( \ddagger \in V \setminus \{\neg\} \) and \( \varphi_1, ..., \varphi_{n(\ddagger)} \) in \( F_\sigma \), we have \( \text{var}^+(\ddagger(\varphi_1, ..., \varphi_{n(\ddagger)})) = \text{var}^+(\varphi_1) \cup ... \cup \text{var}^+(\varphi_{n(\ddagger)}) \),

- for all \( \ddagger \in V \setminus \{\neg\} \) and \( \varphi_1, ..., \varphi_{n(\ddagger)} \) in \( F_\sigma \), we have \( \text{var}^-(\ddagger(\varphi_1, ..., \varphi_{n(\ddagger)})) = \text{var}^-(\varphi_1) \cup ... \cup \text{var}^-(\varphi_{n(\ddagger)}) \),

- if \( \varphi \in F_\sigma \) then \( \text{var}^+(\neg \varphi) = \text{var}^-(\varphi) \),

- if \( \varphi \in F_\sigma \) then \( \text{var}^-(\neg \varphi) = \text{var}^+(\varphi) \).

For all formulas \( \varphi \in F_\sigma \), we define \( \text{var}^*(\varphi) = \langle \text{var}^+(\varphi), \text{var}^-(\varphi) \rangle \).

Let \( S_4 = \{+, -, \times, \div\} \) and let \( S_4 = \langle S_4, \sqcup, \iota \rangle \) such that \( \sqcup : (S_4)^2 \to S_4 \) and \( \iota : S_4 \to S_4 \) are defined as follows:

\[
\begin{array}{cccc}
\sqcup & + & - & \times & \div \\
+ & + & \times & \times & + \\
- & \times & - & \times & - \\
\times & \times & \times & \times & \times \\
\div & + & - & \times & \div \\
\end{array}
\]

\[
\begin{array}{cccc}
\iota & + & - & \times \\
+ & - & + \times & - \times \\
\end{array}
\]

Notice that, for all \( a, b \in S_4 \), we have \( \iota(\iota(a)) = a \) and \( \iota(a \sqcup b) = \iota(a) \sqcup \iota(b) \). We define the algebra \( S_4^\sigma = \langle S_4, (\cdot)^{S_4^\sigma} \rangle \) of type \( \sigma \) such that \( \neg^{S_4^\sigma} = \iota \) and, for all \( \ddagger \in V \setminus \{\neg\} \) and \( s_1, ..., s_{n(\ddagger)} \) in \( S_4 \), we have \( \ddagger^{S_4^\sigma}(s_1, ..., s_{n(\ddagger)}) = s_1 \sqcup ... \sqcup s_{n(\ddagger)} \). For all \( \ddagger \in V \setminus \{\neg\} \) and formulas \( \varphi_1, ..., \varphi_{n(\ddagger)} \), the equivalence \( \ddagger(\varphi_1, ..., \varphi_{n(\ddagger)}) \approx \ddagger(\neg \varphi_1, ..., \neg \varphi_{n(\ddagger)}) \) is valid in \( S_4^\sigma \).

**Proposition 2.** Let \( \varphi_1 \) and \( \varphi_2 \) be formulas of type \( \sigma \). The equivalence \( \varphi_1 \approx \varphi_2 \) is valid in \( S_4^\sigma \) if and only if \( \text{var}^*(\varphi_1) = \text{var}^*(\varphi_2) \).

**Proof.** A quick induction shows that, for all \( \varphi \in F_\sigma \) and \( S_4^\sigma \)-valuations \( v \), we have \( v(\varphi) = \bigcup_{p \in \text{var}^+(\varphi)} v(p) \sqcup \bigcup_{p \in \text{var}^-(\varphi)} v(\neg p) \). It directly follows that \( \text{var}^+(\varphi_1) = \text{var}^+(\varphi_2) \) and \( \text{var}^-(\varphi_1) = \text{var}^-(\varphi_2) \) entail that \( \varphi_1 \approx \varphi_2 \) is valid in \( S_4^\sigma \).

Conversely, suppose that \( \text{var}^*(\varphi_1) \neq \text{var}^*(\varphi_2) \). For all \( p \in \text{Prop} \), let \( v_p \) be the \( S_4^\sigma \)-valuation such that \( v_p(p) = + \) and \( v_p(q) = \div \) for all \( q \in \text{Prop} \setminus \{p\} \). The following table sums up the value of \( v_p(\varphi) \) depending on whether or not \( p \) is in \( \text{var}^+(\varphi) \) and \( \text{var}^-(\varphi) \):

---

This structure has been used along similar lines in [16] and [9].
\[\begin{array}{|c|c|c|}
\hline
v_p(\varphi) &=& p \in \text{var}^+(\varphi) & p \notin \text{var}^+(\varphi) \\
p \in \text{var}^-(\varphi) & \times & - \\
p \notin \text{var}^-(\varphi) & + & \div \\
\hline
\end{array}\]

Without loss of generality, we know that there is some \(p \in \text{Prop}\) such that \(p \in \text{var}^+(\varphi_1) \setminus \text{var}^+(\varphi_2)\) or \(p \in \text{var}^-(\varphi_1) \setminus \text{var}^-(\varphi_2)\). In the first case, \(v_p(\varphi_1) = \times\) or \(v_p(\varphi_1) = +\) and \(v_p(\varphi_2) = -\) or \(v_p(\varphi_2) = \div\). In the second case, \(v_p(\varphi_1) = \times\) or \(v_p(\varphi_1) = -\) and \(v_p(\varphi_2) = +\) or \(v_p(\varphi_2) = \div\). In any case, \(v_p(\varphi_1) \neq v_p(\varphi_2)\). By contraposition, it follows that if \(\varphi_1 \approx \varphi_2\) is valid in \(S_4^\sigma\) then \(\text{var}^*(\varphi_1) = \text{var}^*(\varphi_2)\).

\[\square\]

**Corollary 1.** Let \(A\) be an algebra of type \(\sigma\) and let \(\varphi_1\) and \(\varphi_2\) be two formulas of type \(\sigma\). The equivalence \(\varphi_1 \approx \varphi_2\) is valid in the cartesian product \(A \times S_4^\sigma\) if and only if it is valid in \(A\) and \(\text{var}^*(\varphi_1) = \text{var}^*(\varphi_2)\).

So if an equational logic corresponds to the equational logic of a \(n\)-element algebra, then its largest fragment respecting the Angell Condition corresponds to the equational logic of a \(4n\)-element algebra. In fact, the number of elements can be reduced to \(n + 3\), as shown by the Proposition 3 below.

### 1.4 Signed infectious extension

Let \(A\) be an algebra of type \(\sigma\), where we suppose that \(+\), \(-\), and \(\times\) are not members of \(A\). The **signed infectious extension** of \(A\) is the algebra \(A^s = \langle A^s, (.)^{A^s}\rangle\) of type \(\sigma\) where \(A^s = A \cup \{+,-,\times\}\) and, for all \(\hat{\tau} \in V\) and \(a_1,\ldots,a_{n(\hat{\tau})}\) in \(A\), we have \(\hat{\tau}^{A^s}(a_1,\ldots,a_{n(\hat{\tau})}) = \hat{\tau}^A(a_1,\ldots,a_{n(\hat{\tau})})\) if \(\{a_1,\ldots,a_{n(\hat{\tau})}\} \subseteq A\) and \(\hat{\tau}^A(a_1,\ldots,a_{n(\hat{\tau})}) = \bigcup \{a_1,\ldots,a_{n(\hat{\tau})}\} \cap S_4\) otherwise. The algebra \(A^s\) is the result of plugging the \{\(+,-,\times\}\-subalgebra of \(S_4^\sigma\) on top of \(A\). Similarly, it can be viewed as the result of replacing \(\div\) by \(A\) in \(S_4^\sigma\). The truth-values \(+,-,\times\) and \(\div\) behave infectiously when combined with truth-values of \(A\) and according to \(S_4^\sigma\) when combined together.\(^3\)

**Proposition 3.** Let \(A\) be an algebra of type \(\sigma\) and let \(\varphi_1\) and \(\varphi_2\) be two formulas of type \(\sigma\). The equivalence \(\varphi_1 \approx \varphi_2\) is valid in \(A^s\) if and only if it is valid in \(A\) and \(\text{var}^*(\varphi_1) = \text{var}^*(\varphi_2)\).

**Proof.** Since \(A^s\) is a homomorphic image of \(A \times S_4^\sigma\), if \(\varphi_1 \approx \varphi_2\) is valid in \(A\) and \(\text{var}^*(\varphi_1) = \text{var}^*(\varphi_2)\) then it is valid in \(A^s\).

---

\(^3\)A similar algebra has been used in \([9]\), building from the four-valued logic FDE to get a seven-valued semantics for the logic AC.
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Since $A$ is a subalgebra of $A^s$, if $\varphi_1 \approx \varphi_2$ is valid in $A^s$ then it is valid in $A$.

Now suppose that $\text{var}^s(\varphi_1) \neq \text{var}^s(\varphi_2)$. For all $p \in \text{Prop}$, let $v_p$ be a $A^s$-valuation such that $v_p(p) = +$ and $v_p(q) \in A$ for all $q \in \text{Prop} \setminus \{p\}$. The following table sums up the value of $v_p(\varphi)$ depending on whether or not $p$ is in $\text{var}^+(\varphi)$ and $\text{var}^-(\varphi)$:

<table>
<thead>
<tr>
<th>$v_p(\varphi)$</th>
<th>$p \in \text{var}^+(\varphi)$</th>
<th>$p \notin \text{var}^+(\varphi)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p \in \text{var}^-(\varphi)$</td>
<td>$\times$</td>
<td>$-$</td>
</tr>
<tr>
<td>$p \notin \text{var}^-(\varphi)$</td>
<td>$+$</td>
<td>$\in A$</td>
</tr>
</tbody>
</table>

Without loss of generality, we know that there is some $p \in \text{Prop}$ such that $p \in \text{var}^+(\varphi_1) \setminus \text{var}^+(\varphi_2)$ or $p \in \text{var}^-(\varphi_1) \setminus \text{var}^-(\varphi_2)$. In the first case, $v_p(\varphi_1) = \times$ or $v_p(\varphi_1) = +$ and $v_p(\varphi_2) = -$ or $v_p(\varphi_2) \in A$. In the second case, $v_p(\varphi_1) = \times$ or $v_p(\varphi_1) = -$ and $v_p(\varphi_2) = +$ or $v_p(\varphi_2) \in A$. In any case, $v_p(\varphi_1) \neq v_p(\varphi_2)$. By contraposition, it follows that if $\varphi_1 \approx \varphi_2$ is valid in $A^s$ then $\text{var}^s(\varphi_1) = \text{var}^s(\varphi_2)$.

It follows from Proposition 3 that the largest fragment of the equational logic of an $n$-element algebra respecting the Angell Condition is the equational logic of an $n + 3$-element algebra.

2 Application to classical logic

2.1 The signed infectious extension of classical logic

Let $\theta$ be the type $\langle\{\land, \lor, \neg\}, n\rangle$ where $n(\land) = n(\lor) = 2$ and $n(\neg) = 1$. Let $2$ be the algebra $\langle\{0, 1\}, (\cdot)^2\rangle$ of type $\theta$ where:

<table>
<thead>
<tr>
<th>$\land^2$</th>
<th>1 0</th>
<th>$\lor^2$</th>
<th>1 0</th>
<th>$\neg^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 1 0</td>
<td>1 1 1</td>
<td>1 0</td>
<td>1 0</td>
<td></td>
</tr>
</tbody>
</table>

If an equivalence is valid in $2$, it is said to be classical.

The infectious extension of $2$, the algebra $2^i$, corresponds to the three-element algebra defined by the Weak Kleene truth-tables. As mentioned, its equational logic corresponds to the logic of content identity where identity of truth-conditions is understood as classical equivalence and identity of
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subject-matter is understood via the Parry Condition. This logic is considered by Hornischer [15] as a candidate for the correct logic of synonymy and is called SCA in this context. It also corresponds to first-degree equivalence in Parry’s logic AI of Analytic Implication [20] and to first-degree equivalence in Epstein’s logic D of Dependence [7].

The signed infectious extension of $2$, the algebra $2^s$, is given by the following truth-tables:

<table>
<thead>
<tr>
<th>$\wedge 2^s$</th>
<th>1 0 + − ×</th>
<th>$\vee 2^s$</th>
<th>1 0 + − ×</th>
<th>$\neg 2^s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 0 + − ×</td>
<td>1</td>
<td>1 1 + − ×</td>
<td>1 0</td>
</tr>
<tr>
<td>0</td>
<td>0 0 + − ×</td>
<td>0</td>
<td>1 0 + − ×</td>
<td>0 1</td>
</tr>
<tr>
<td>+</td>
<td>+ + + + × ×</td>
<td>+</td>
<td>+ + + + × ×</td>
<td>+ −</td>
</tr>
<tr>
<td>−</td>
<td>− − − × − ×</td>
<td>−</td>
<td>− − − × − ×</td>
<td>− +</td>
</tr>
<tr>
<td>×</td>
<td>× × × × ×</td>
<td>×</td>
<td>× × × × ×</td>
<td>× ×</td>
</tr>
</tbody>
</table>

Its equational logic corresponds to the logic of content identity where identity of truth-conditions is understood by classical equivalence and identity of subject-matter via the Angell Condition. This logic has also been considered by Hornischer [15] as a candidate for the correct logic of synonymy and is called SCL in this context. Interestingly, this logic also corresponds to a very natural weakening of the notion of isomorphism in the category of formulas and classical proofs studied by Restall [24]. These five-valued truth-tables are, to our knowledge, the first purely semantic characterisation of this logic.

2.2 Humberstone’s two conjectures

In [17], Humberstone studies the power algebra$^4$ of $2$, namely the algebra $\mathcal{P}(2) = \langle \mathcal{P}({\{0, 1\}}), (\cdot)^{\mathcal{P}(2)} \rangle$ where:

<table>
<thead>
<tr>
<th>$\wedge^{\mathcal{P}(2)}$</th>
<th>{1} {0} {0, 1} \∅</th>
<th>$\vee^{\mathcal{P}(2)}$</th>
<th>{1} {0} {0, 1} \∅</th>
<th>$\neg^{\mathcal{P}(2)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>{1}</td>
<td>{1} {0} {0, 1} \∅</td>
<td>{1}</td>
<td>{1} {1} {1} \∅</td>
<td>{1}</td>
</tr>
<tr>
<td>{0}</td>
<td>{0} {0} {0} \∅</td>
<td>{0}</td>
<td>{0} {1} {0} {0, 1} \∅</td>
<td>{0}</td>
</tr>
<tr>
<td>{0, 1}</td>
<td>{0, 1} {0} {0, 1} \∅</td>
<td>{0, 1}</td>
<td>{0, 1} {0, 1} {0, 1} \∅</td>
<td>{0, 1}</td>
</tr>
<tr>
<td>\∅</td>
<td>\∅ \∅ \∅ \∅</td>
<td>\∅</td>
<td>\∅ \∅ \∅ \∅</td>
<td>\∅</td>
</tr>
</tbody>
</table>

One notices$^5$ that $\mathcal{P}(2)$ is isomorphic to the infectious extension of the

---

$^4$For a general presentation of power set algebras, see [17].

$^5$This has been noted, though in different terms, by Priest [22].
Strong Kleene three-element algebra $\mathcal{K}_3$, defined by the following truth-tables:

<table>
<thead>
<tr>
<th>$\land^{\mathcal{K}_3}$</th>
<th>1</th>
<th>a</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>a</td>
<td>0</td>
</tr>
<tr>
<td>a</td>
<td>a</td>
<td>a</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\lor^{\mathcal{K}_3}$</th>
<th>1</th>
<th>a</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>a</td>
<td>1</td>
<td>a</td>
<td>a</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>a</td>
<td>0</td>
</tr>
</tbody>
</table>

Humberstone formulates two conjectures concerning the equational logic of $\mathcal{P}(2)$, both involving the positive and negative occurrences of propositional variables.

His second conjecture, the more ambitious, is the following:

**Conjecture 2.** Let $\varphi_1$ and $\varphi_2$ be formulas of type $\theta$. If $\varphi_1 \approx \varphi_2$ is valid in $\mathcal{K}_3$ and $\text{var}^+(\varphi_1) = \text{var}^+(\varphi_2)$ then it is valid in $\mathcal{P}(2)$.

Unfortunately, one can find counterexamples.

**Proposition 4.** The equivalence

$$(p \land \neg p) \land ((p \land \neg p) \lor (q \land \neg q)) \approx (q \land \neg q) \land ((q \land \neg q) \lor (p \land \neg p))$$

is a counterexample to Conjecture 2.

**Proof.** First, notice that

$$\{p, q\} = \text{var}^+((p \land \neg p) \land ((p \land \neg p) \lor (q \land \neg q)))$$
$$= \text{var}^-((p \land \neg p) \land ((p \land \neg p) \lor (q \land \neg q)))$$
$$= \text{var}^+((q \land \neg q) \land ((q \land \neg q) \lor (p \land \neg p)))$$
$$= \text{var}^-((q \land \neg q) \land ((q \land \neg q) \lor (p \land \neg p)))$$

So $\text{var}^+((p \land \neg p) \land ((p \land \neg p) \lor (q \land \neg q))) = \text{var}^+((q \land \neg q) \land ((q \land \neg q) \lor (p \land \neg p)))$.

Moreover, for all formulas $\varphi_1$ and $\varphi_2$, the equivalence $\varphi_1 \approx \varphi_1 \land (\varphi_1 \lor \varphi_2)$ is valid in $\mathcal{P}(2)$. Since $p \land \neg p \approx q \land \neg q$ is valid in $\mathcal{P}(2)$, it follows that the equivalence

$$(p \land \neg p) \land ((p \land \neg p) \lor (q \land \neg q)) \approx (q \land \neg q) \land ((q \land \neg q) \lor (p \land \neg p))$$

is valid in $\mathcal{P}(2)$.

Now suppose that this equivalence is valid in $\mathcal{P}(2)$. So it follows that it is valid in $\mathcal{K}_3^l$ and therefore in $\mathcal{K}_3$. Similarly, for all formulas $\varphi_1$ and $\varphi_2$, the equivalence $\varphi_1 \approx \varphi_1 \land (\varphi_1 \lor \varphi_2)$ is valid in $\mathcal{K}_3$. So it follows that the equivalence $p \land \neg p \approx q \land \neg q$ is valid in $\mathcal{K}_3$. This, however, is false since the valuation $v: p \mapsto 1, q \mapsto a$ is such that $v(p \land \neg p) = 0$ and $v(q \land \neg q) = a$. □
This refutes Humberstone’s second conjecture. His first conjecture, however, is less ambitious and goes as follows:

**Conjecture 1.** Let \( \varphi_1 \) and \( \varphi_2 \) be formulas of type \( \theta \). If \( \varphi_1 \approx \varphi_2 \) is valid in 2 and \( \var{\varphi_1} = \var{\varphi_2} \) and \((\var{\varphi_1} \cup \var{\varphi_2}) \cap (\var{-\varphi_1} \cup \var{-\varphi_2}) = \emptyset \) then this equivalence is valid in \( \mathcal{P}(2) \).

In fact, we will show that a stronger claim holds. Let us say that a formula \( \varphi \) is well-polarised if \( \var{\varphi} = \emptyset \).

**Proposition 5.** Let \( \varphi_1 \) and \( \varphi_2 \) be formulas of type \( \theta \). If \( \varphi_1 \approx \varphi_2 \) is valid in 2 and \( \var{\varphi_1} = \var{\varphi_2} \) and \( \varphi_1 \) and \( \varphi_2 \) are well-polarised then this equivalence is valid in \( \mathcal{P}(2) \).

**Proof.** It suffices to show that if \( \varphi_1 \approx \varphi_2 \) is classical and \( \varphi_1 \) and \( \varphi_2 \) are well-polarised then this equivalence is valid in \( \mathcal{K}_3 \). The result will then follow from this isomorphism between \( \mathcal{K}_3^i \) and \( \mathcal{P}(2) \) and Proposition 1.

We adapt proof techniques from [18] and we use the following facts about \( \mathcal{K}_3 \). For every formula \( \varphi \), there is a formula \( \varphi^c \) in conjunctive normal form such that \( \var{\varphi} = \var{\varphi^c} \) and \( \varphi \approx \varphi^c \) is valid in \( \mathcal{K}_3 \) and there is a formula \( \varphi^d \) in disjunctive normal form such that \( \var{\varphi} = \var{\varphi^d} \) and \( \varphi \approx \varphi^d \) is valid in \( \mathcal{K}_3 \).

Suppose \( \varphi_1 \approx \varphi_2 \) is not valid in \( \mathcal{K}_3 \). So there is some \( v : \mathcal{F}_0 \to \mathcal{K}_3 \) such that \( v(\varphi_1) \neq v(\varphi_2) \). Without loss of generality, we can assume that \( v(\varphi) \in \{0, 1\} \) and \( v(\varphi_2) = a \).

Suppose \( v(\varphi_1) = 0 \). So for all disjuncts \( \chi \) in \( \varphi_1 \), we have \( v(\chi) = 0 \) and so there is some \( p_\chi \in \var{\chi} \) such that \( v(p_\chi) = 0 \) or some \( q_\chi \in \var{-\chi} \) such that \( v(q_\chi) = 1 \). Moreover, there is some disjunct \( \zeta \) in \( \varphi_1^d \) such that \( v(\zeta) = a \). Let \( v' \) be the 2-valuation such that \( v'(p) = v(p) \) if \( v(p) \in \{0, 1\} \) and \( v'(p) = 1 \) if \( p \in \var{\zeta} \) and \( v'(p) = 0 \) if \( p \in \var{-\zeta} \). This is well-defined because \( \varphi_2 \) is well-polarised. Clearly, \( v'(\zeta) = 1 \) and so \( v'(\varphi_2) = 1 \). It follows that \( v'(\varphi_1) = 1 \). So there is some disjunct \( \chi \) of \( \varphi_1 \) such that \( v'(\chi) = 1 \). But \( v(p_\chi) = 0 \) or \( v(q_\chi) = 1 \) and so \( v'(p_\chi) = 0 \) or \( v'(q_\chi) = 1 \). This entails that \( v'(\chi) = 0 \). So it cannot be the case that \( v(\varphi_1) = 0 \).

Suppose \( v(\varphi_1) = 1 \). So for all conjunct \( \chi \) in \( \varphi_1^c \), we have \( v(\chi) = 1 \) and so there is some \( p_\chi \in \var{\chi} \) such that \( v(p_\chi) = 1 \) or some \( q_\chi \in \var{-\chi} \) such that \( v(q_\chi) = 0 \). Moreover, there is some conjunct \( \zeta \) in \( \varphi_2^c \) such that \( v(\zeta) = a \). Let \( v' \) be the 2-valuation such that \( v'(p) = v(p) \) if \( v(p) \in \{0, 1\} \) and \( v'(p) = 0 \) if \( p \in \var{\zeta} \) and \( v'(p) = 1 \) if \( p \in \var{-\zeta} \). This is well-defined because
\( \varphi_2 \) is well-polarised. Clearly, \( v'(\zeta) = 0 \) and so \( v'(\varphi_2) = 0 \). It follows that \( v'(\varphi_1) = 0 \). So there is some conjunct \( \chi \) of \( \varphi_1 \) such that \( v'(\chi) = 0 \). But \( v(p_\chi) = 1 \) or \( v(q_\chi) = 0 \) and so \( v'(p_\chi) = 1 \) or \( v'(q_\chi) = 0 \). This entails that \( v'(\chi) = 1 \). So it cannot be the case that \( v(\varphi_1) = 1 \). 

It allows us to confirm Conjecture 1. Indeed, one easily sees that \((\text{var}^+(\varphi_1) \cup \text{var}^+(\varphi_2)) \cap (\text{var}^-(\varphi_1) \cup \text{var}^-(\varphi_2)) = \emptyset \) entails that both \( \varphi_1 \) and \( \varphi_2 \) are well-polarised. Proposition 5 is however strictly stronger than Conjecture 1, since it entails that equivalences like \( p \land (p \lor q) \approx p \land (p \lor \neg q) \) are valid in \( \mathcal{P}(2) \).

Proposition 5 does not provide a full characterisation of the equational logic of \( \mathcal{P}(2) \). Indeed, the equivalence considered in Proposition 4 is a counterexample to the converse of Proposition 5. A necessary and sufficient syntactic characterisation of classical equivalences that are valid in \( \mathcal{P}(2) \) is still, to our knowledge, an open problem.

**Conclusion**

In this note, we have developed an algebraic understanding of the notion of sameness of subject-matter encapsulated in the Angell Condition. Just like infectious extensions provide a purely semantic representation of the syntactic Parry Condition, signed infectious extensions allow us to understand semantically the syntactic Angell Condition. This led us to give the first semantics, to our knowledge, for the logic SCL put forward in [15] as a candidate for the logic of propositional synonymy. Moreover, we disproved a conjecture by Humberstone [17] linking the Angell Condition and the equational logic of the power algebra of the two-element Boolean algebra. We however proved another related conjecture of his by proving a stronger result about well-polarised formulas.

Left for future work is the project of deepening our understanding of the equational logic of the power algebra of the two-element Boolean algebra and its link with the occurrences (signed or not) of propositional variables. This will allow us to link our theories of subject-matter to another recent research program in philosophical logic, namely paraconsistency and para-completeness via plurivalence (i.e. power algebras) [23]. Moreover, it will be necessary to develop a philosophical interpretation of signed infectious extensions. Indeed, the formal theory of infectious extensions is linked to the
philosophical development of logics of nonsense [8] and the infectious truth-value \(i\) can be interpreted as the meaningless truth-value. This provides a philosophical ground for the Parry Condition. Therefore, developing a philosophical interpretation of the signed infectious truth-values \(+, -\) and \(\times\) will be crucial to consolidating the Angell Condition as a viable alternative to the Parry Condition.
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