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Abstract

This paper concerns the relationship between transitivity of entail-
ment, w-inconsistency and nonstandard models of arithmetic. First,
it provides a cut-free sequent calculus for the non-transitive logic of
truth STT based on Robinson Arithmetic and shows that this logic is
w-inconsistent. It then identifies the conditions in McGee (1985) for
an w-inconsistent logic as quantified standard deontic logic, presents a
cut-free labelled sequent calculus for quantified standard deontic logic
based on Robinson Arithmetic where the deontic modality is treated
as a predicate, proves w-inconsistency and shows thus, pace Cobreros
et al. (2013), that the result in McGee (1985) does not rely on transi-
tivity. Finally, it also explains why the w-inconsistent logics of truth
in question do not require nonstandard models of arithmetic.

Keywords: Theories of truth, non-transitive logics, cut-free sequent calcu-
lus, w-inconsistency, semantic paradoxes, nonstandard models of arithmetic

1 Introduction

McGee (1985) shows that a logic of truth satisfying certain conditions is w-
inconsistent, conditions which for example are satisfied by the logic of truth
familiar as ¥S introduced by Friedman and Sheard (1987) and discussed in
for example Halbach (1994), Leitgeb (2001) and Halbach (2011). In a recent
comparison between FS and the non-transitive logic of truth sTT, Cobreros
et al. (2013) make the following statement:
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F'S is w-inconsistent, and so can have no standard models. [STT],
on the other hand, is shown to have standard models by the
Kripke construction. In this regard, it is worth noting that [STTp,]
which contains the compositional principles, PA, and a transpar-
ent truth predicate, seems to more than satisfy the conditions for
the ‘negative result’ in [McGee (1985)], showing that any system
meeting weaker conditions than these must be w-inconsistent. (It
is this result that shows FS to be w-inconsistent.) Nonetheless,
the result does not apply to [STTp,], as McGee’s argument de-
pends on assuming transitivity.(Cobreros et al. 2013, p.860)

One possible reading! of the last claim is that STT based on Peano Arithmetic
is not w-inconsistent. I show in the next section that this is not the case by
providing a derivation of w-inconsistency in a cut-free sequent calculus for
STT based on Robinson Arithmetic. Since STT based on an arithmetical the-
ory seems to more than satisfy McGee’s conditions, I proceed in section 3
to identify McGee’s conditions as quantified standard deontic logic with the
modality treated as predicate rather than operator and provide a derivation
of w-inconsistency in a cut-free sequent calculus for quantified standard de-
ontic logic based on Robinson Arithmetic where, of course, the modality is
treated as predicate rather than operator. In the final section I elaborate on
consequences of these results for the received view that w-inconsistent logics
of truth require nonstandard models of arithmetic.

2 w-inconsistency with STT based on Robinson Arithmetic

2.1 Introducing the language and the system

A logic is w-inconsistent if both a formula =VxAx and An for each n € w are
theorems of that logic, and our aim in this section is thus to show that we can
derive this for the logic we obtain by defining STT on Robinson Arithmetic.

A sequent calculus for STT is typically obtained simply by augmenting
a cut-free two-sided sequent calculus for classical logic with a transparent
truth-predicate in such a way that the logic remains reflexive, monotonic
and contractive. Instead, the logic is non-transitive and it is fair to say that

the rule
'=AA AT = A

L,I= A A

implies transitivity in such a setting, and that a derivation in a standard

(cur)

'And the intended meaning as acknowledged by David Ripley.
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two-sided sequent calculus relies on transitivity if the rule

= A A=1B
=B
is derivable from the rules applied in the derivation.? Notice that a cut-free
two-sided sequent calculus might thus define a transitive logic even if none
of the derivations rely on transitivity, as we for example can assume to be
the case with the logic we define below in section 3. The logic we define in
this subsection however, will be non-transitive.

Our aim in this subsection is to define a cut-free sequent calculus for
STT based on Robinson Arithmetic.® We shall focus on the language L'?Jr, a
language for first-order arithmetic with the connectives V, V, =, an equality-
predicate =, a truth-predicate T and various function-symbols, in particular
fand T'. We thus adopt the convention to use a dot under a letter to signify
a function-symbol except in the case of the function symbols for successor,
addition and multiplication, and furthermore also the convention to let "A™
represent the Gédel-code of a formula A while TA7 is the numeral of that
number in our language but as usual omit the overline unless there is danger
of confusion.

As usual, a rule in a sequent calculus consists of one or more premise-
sequents and one conclusion-sequent where the premise-sequents contain one
or more active formulae in addition to contexts such as I' and A whereas
the conclusion-sequent contains one or more principal formulae in addition
to contexts. Following Negri and von Plato (2001), we shall treat sequents
as pairs of multisets of formulae but nonetheless rely on rules and initial
sequents that make the rules of weakening and contraction admissible. First
of all, we adopt thus every instance of I', P = P, A as initial sequents where
[' and A are multisets of formulae and P is an atomic E?*—formula. For
V, = and V we use the following additive two-premise and multiplicative
one-premise rules:

(Tr)

ATl'= A B,I'=A D) I'=AAB (va)
AVBT = A T= A AVB
P = AA AT = A
T-A=aA Y r=-AA ™

2The connection between transitivity and cuUT is a artifact of the two-sidedness of the
calculus and the reading of = as “entails”. See for example (Ripley 2012) for a three-sided
sequent calculus for STT with a cut-rule and thus a calculus in which a cut-rule does not
imply transitivity.

3The use of Robinson Arithmetic and thus Gddel-coding to generate names of formulae
is itself a novelty in the literature on proof theory for sTT. Instead, it is typical to use
meta-linguistic coding explicitly as in Ripley (2012) or implicitly as in Ripley (2013a)
when defining STT.
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VeA(x), A(a), I = A e I'= A Ay)
VzA(z),I = A 7 T =AVzA

where y in (VR) does not occur in I'A or Vz A, i.e. is an eigenvariable. We
define equality = with the following rules:*

(VR)

a=a,l = A
'=A

Aa),a =b,A(b),I' = A ( : a="0,I= A(a), A(b), A
=repL
a=0,A0@),T=A 7 a=bT = A®),A

This gives us a cut-free sequent calculus for first-order classical logic with
equality, and a standard completeness proof will thus show that cut is ad-
missible. A cut-elimination proof along the lines of Negri and von Plato
(2001, p.132) can be provided if we remove (=repR¢) and restrict (=repL¢)
to atomic formulae only.’

To obtain a sequent calculus for Robinson Arithmetic the standard ap-
proach is to augment a sequent calculus like ours with cUT and the following
list of initial sequents from Takeuti (1987) where a and b are arbitrary terms,
and s represents the successor function:

(=m)

(=repre)

[Nsa=0= A INsa=sb=a=0A

I'=>a+0=aA '=a+sb=s(a+b),A
F'=ax0=0A TI=axsb=(axb)+aA
['=a=0,3yla=sy),A

Now, since STT requires that CUT is not admissible across the board, we
must either restrict CUT to arithmetical formulae or replace cuT and the
initial sequents for Robinson Arithmetic with suitable rules that allow us
to derive the axioms and theorems of Robinson Arithmetic without cUT.
I choose the latter approach because it is more in the spirit of a cut-free
approach.® To obtain suitable rules we shall employ a method introduced
by Negri and von Plato (1998) and extended by Negri (2003) which consists

4Variants of (=repLc) and (=repRc) without the occurrences of a = b and A(b) as
active formulae in the premise-sequent are used by Restall (2013) and together with (=ID)
by Boolos et al. (2007, p.170) and Ripley (2015).

5The inclusion of every formula in both rules and the right substitution rule are added
to deal with issues that arise when not every instance of CUT is admissible because of the
transparent truth-predicate.

6 As suggested by an anonymous referee, one might also argue that the former approach
is incompatible with the idea that CUT is legitimate for non-problematic sentences involving
the truth-predicate.
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roughly in transforming axioms involving atomic formulae to rules of a certain
format that allows for cut-elimination. The idea is that axioms of the form
PN AP, = QV..VQ, are transformed into rules of the following
scheme:

Pl,...,Pm,Ql,F =A Pl,...,Pm,Qn,F =A
P P, T =A

Applying it on the above initial sequents which involve only atomic formulae
we obtain the following rules:

@y TI,a=0bsa=sb=A

[0 =sa=A T, sa = sb=A (Q2)
INa+0=a=A ) I'a+ sb=s(a+b) =A .
I'=A r=A @
Fax0=0=A @) I'Naxsb=(axb)+a=A :
I'=A r=a @

Things are slightly more complicated with regard to the additional initial se-
quent required to obtain Robinson Arithmetic, namely I' = a = 0V Jy(a =
sy), A. The problem is that the scheme does not apply because of the exis-
tential quantifier. Following Negri (2003) we must instead ensure that y is
an eigenvariable: it does not occur free in the conclusion-sequent of the rule
corresponding to the axiom. We obtain the following rule where y does not
occur free in I' or A:

a=0=A Ia=sy=A
r=A

(Q3)

Augmenting our sequent calculus for first-order classical logic with equality
with the rules Q1-Q7 results thus in a cut-free sequent calculus for Robinson
Arithmetic. Indeed, removing (=repR¢) and restricting (=repL¢) to atomic
formulae will permit a proof of cut-elimination along the lines of (Negri and
von Plato 2001, p.132) and (Negri and von Plato 2011, p.142).

To illustrate how to derive theorems with our sequent calculus for Robin-
son Arithmetic, consider for example the following derivation of 1+1=2:

50+ 0 = 50,50 + s0 = 550 =50 + s0 = 550

(=repLc)
s0+ 0 = 50,50 + sO0 = s(s0 + 0) =s0 + s0 = ss0 Q)
50 + s0 = s(s0 + 0) =50 + s0 = ss0 )

=50+ s0 = ss0

Notice that the initial sequent contains the formula we wish to prove and
one instance of the axiom corresponding to (Q4).
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In addition to rules for the standard arithmetical vocabulary we shall
also introduce rules to define the function employed in McGee (1985) to
prove w-inconsistency. McGee (1985) observes that there is a binary prim-
itive recursive function f that takes as arguments a natural number n and
the Godel-code of a sentence A, and yields a sentence 77 ...T" A" with n
truth-predications of A where T is a function-symbol representing a func-
tion fr such that fr(TA7) =TT A7 f is representable in arithmetic and
there is thus an arithmetical formula ¢ such that Yyp(m,"A7,y) <+ y = ¢C
is provable if and only if f(n," A7) = ¢ where ¢ is of the form T"... 7" A™
with n occurrences of T. However, it is more convenient to introduce a
primitive function-symbol f to our language and let it represent the function
f by defining it in such a way that for example the following sequents are
derivable:

o = f(0,7¢7) =g
e = f(1,TgT) =T"¢"
e = [(2,T9) =TT"¢"
Or in general,
o [(sa,"¢") =Tf(a,"¢7)

Using the above format for sequent calculus rules we now obtain the following
rules for f:

T, £(0,7AT) = TAT A I, f(sa,"A7) = Tf(a,” A7) =A
r=a r=a 7
We also add the following rule for 7™
Ta="Ta",I' =A )
I'=A "~
To illustrate (O1) and (02), we prove = f(1,"A") =TT A"
f(07 |—A—|) — ,_A—|7 f(SO’ I_A—l) — Tl—A—l :>f<80, |—A—|> — TI_A—l
JO0.7AT) = AT, (50,7 AN = T](0.7AY) = f(s0. A = AT
/ | . / o
F0. AN = TH0,7AT) 5§60, A7) =T AT
| ! | 09
S0, A=A

Again, we employ the rules and substitute equalities.
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It is left to present the rules for the truth-predicate. We shall use the
following perhaps slightly surprising rules:

DLAT A=A = AT AT A
ILTTAT=A 9 T=T"A"A

(Tre)

The extra occurrence of T" A™ as active formula in the premise-sequents has
the same function as Yz A(x) in (VL¢), namely to ensure admissibility of con-
traction by effectively absorbing extra occurrences of paradoxical sentences.
For an illustration, see theorem 2.6 below.

We are finally in a position to define our sequent calculus for STT based
on Robinson Arithmetic.

Definition 2.1. Let SCsrr,, be a sequent calculus system for sequents of the
form I' = A with I' and A being multisets of £?+-f0rmulas. The system
consists of the initial sequents of the form

P=PA

where P is an atomic Ly -formula, and the rules (-L), (=R), (VL), (VR),
(VLo), (VR), (=ID), (=repRe) and (=repLe), (Q1)-(QT) the corresponding
rules for each extra function-symbol added to L4, in particular (O1), (O2)
and (T), and finally (TL¢) and (TRe).

To observe a few lemmas, we first adopt the definition of the height of a
derivation by Negri and von Plato (2001, p.30):

Definition 2.2. The height of a derivation in SCsrr,, 1s the greatest num-
ber of successive applications of rules in it, where initial sequents and zero-
premise rules have height 0.

Lemma 2.3. The rules of weakening are admissible in SCgrr,, :

I' =A
A=A

I' =A

T ZAA

(WR)
Proof. The proof is by induction on the height of a derivation and proceeds
along the lines of Negri and von Plato (2001, p.31). O

Lemma 2.4. Every one- and two-premise rule in SCyrr,, s height-preserving
invertible: if there is a derivation with at most height n of the conclusion-
sequent then there is a derivation with at most height n of the premise-
sequent(s).
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Proof. We distinguish between the trivial and the non-trivial cases. Inversion
is trivial in cases where the principal formulae are also active formulae in the
premise-sequent(s). The other cases are established by induction on the
height of a derivation and proceeds along the lines of Negri and von Plato
(2001, p.32,p.49,p.71). O

Lemma 2.5. The rules of contraction are admissible in SCgrr,, :

PLAA=A - T=AAA
TA=A 7 T=AA

(cr)

Proof. By induction on the height of a derivation along the lines of Negri
and von Plato (2001). O

We now observe the following;:

Theorem 2.6. SCsrr,, s inconsistent. There is a formula A such that the
sequents = A and = —A are derivable.

Proof. Robinson Arithmetic proves the diagonal lemma according to which
for every formula ¢ with one free variable x there is a formula 1) such that
P <> @77 is a theorem.” It follows that the sequent = X < =TT \7 is
derivable in SCgrr,, which through the invertibility of the rules for = and Vv
amounts to that the sequents = A\, 7" A" and A\,T" A" = are derivable. We
can now proceed as follows:

AT =
T\ AL A=
M (Tre) TN = (Tre)
=T\ ST (-R)

]

It is important to notice that neither the formula 7" A\ nor the formula
A are arithmetical in the sense that they consists only of arithmetical vo-
cabulary. Instead, they both contain a predicate T" which, in virtue of being
transparent, is not definable in arithmetic as established by Tarski (1983).

This concludes our presentation of the sequent calculus and anyone fa-
miliar with sequent calculus for STT should be in position to see that SCyrr,,
delivers STT based on Robinson Arithmetic. The sceptical reader can con-
fer with Ripley (2013b) and Ripley (2013a). We have after all merely aug-
mented a cut-free sequent calculus for classical logic with a transparent truth-
predicate while ensuring that the logic remains reflexive, contractive and
monotonic.

7Cf. (Smith 2007).
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2.2 Proving w-inconsistency without cuts

To provide a cut-free derivation of w-inconsistency in SCgrr,, a quick dissec-
tion of the formulae in the diagonal lemma is required.

The diagonal lemma states roughly that for every formula ¢(z) with one
free variable there is a formula 1 such that ¢" ¢ <> ¢ is derivable. The
key to the diagonal lemma is the observation that the function fg;q, is recur-
sively enumerable, a function that, when applied to the Godel-code of some
formula ¢(z) with just x free, returns the Gédel-code of the diagonalization
of ¢(z) defined as ¢("¢(x)™")), that is, faag("@(z)") = "o("o(x)7))". Fol-
lowing for example Meadows (2015), we let the formula ¢ be a formula of
the form Jz(D("x(x), z) A ¢(z)) where x(x) is Jy(D(z,y) A ¢(y)) and D
is a E(l)—formula capturing the function fg,, in the sense that SCgpr,, F=
Vy(D(m,y) <>y =m) if and only if fyee(n) = m.

In line with the above clarifications and Halbach (2011) we let p be
the formula 3x(D("x(z)", x) A =VyT f(y,z)) where x(x) is Jy(D(z,y) A
V2T f(2,y)). Our relevant instance of the diagonal lemma becomes thus
o VYT f(y,"p7).

We now provide a few lemmas.

Lemma 2.7. The following rule is admissible in SCsrr,. iff faiag(n) = m:

Ia=m=A
I'D(m,a) =A

Proof. The admissibility of cuT for arithmetical formulae and the usual rules
for the (defined) biconditional guarantees that if = A <> B, A = A and
B = B then, if A = A then I', B = A. First, we obtain B = A from
= A<+ Band A < B, B = A with cuT and then furthermore I') B = A
from I''A = A and B = A, again with cuT. Analogous for the other
direction. O

Lemma 2.8. There is a derivation of p, VyT' f(y," ) = in SCsrry, -

Proof. This is guaranteed by the invertibility of —R. It can also be derived
directly as follows

a="p",VyT f(y, p"
a="p",~VyT f(y, "), VyT f(y,"p"

YyT f(y, ™)

(-r)

p) =
s ) i (= repLc)
a="p, VYT f(y,a), VyT f(y, ") = S
D("x(z)", a), ~VyT f(y,a), VyT f(y."p") = " '
D("x(z)" a) A=VyT f(y,a), VyT f(y,"n") = .
Fx(D("x(z) ", 2) A VYT f(y, z)), VyT f(y,"p") =
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Lemma 2.9. The following rule is admissible in SCsrr,, -

I'==-vyTf(y,"n"),A
I'=up, A

Proof.

Lemma 2.7

(= )

= =yl f(y,"u), A
C=D(Mx(x)","u™) A ﬁ‘v’ny(y, Tu™), A
['=32(D("x(x)",2) A =VyT f(y,r)), A

(AR)

(3r)

And now w-inconsistency.

Theorem 2.10. SCqpr,. is w-inconsistent: There is a formula A such that
SCyrre, F= ~Vx Az and SCsrr,, F= A(R) for every natural number n.

Proof. First, we derive = —VzAx from the following instance of lemma 2.8
with " = £(0,"p™) and T ™ weakened in:

T =0, ), T, VYT f(y, ") = .
T = S0, ), T VYT f(y, ) =
T = f(07 ) Tf<07 ) Vny(y, ) = EVL:)Z)LC)
"= 0, "), VYT f(y, ") =
VyT f(y,"n") = o

(1)
=-VyTf(y,"n")

To derive = Tf(0,"x"), we continue from = —VyT'f(y, p") with "p" =
£(0,"u™) and T i weakened in:

"= 10,7 ) ==y T f(y, ), T S

7= 0,7 ) =p, T B
. T

l—l’b—l:f<07l_:uj)$Tl_:uj ( R)

"= £0," ) = T(0,"p7) E;:ZJRC)

= Tf(0,7 1)
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To derive = T'f(n,"u) for every n we establish that the following rule is

admissible:

['=Tf(sa,"pn"), A

The proof is straight-forward where we weaken in formulae when they are
relevant for readability:

['=Tf(a,"pu"), T"Tf(a,"pn") 7, A

T = T Tf(a, 1), A (ree)
L, l—Tf(CL, ru‘l)‘l = Tf(av l—:u—l) = TTf(CL, l—:u’—l)7 A )
D= TTf(a, ), A
Fan<a7 Tl = f(sn, ) = Tf('sn, ), A (OZ)TepRc)

['=Tf(sa,"pn7), A

We can now proceed to apply this rule on the sequent = T'f (0,"p7) from
above to conclude = T'f(s0," ") and furthermore = T f(ss0," 1) and so
on:

= Tf(ss0,"u7)
= T f(sss0," ")
= T f(ssss0,"u7)
= T f(sssss0, ")
= (8333330 Tul)
This completes the proof. O

An obvious feature of an w-inconsistent theory is that it is just an w-rule
away from being simply inconsistent.® Indeed, if we add the following rule,

=A(n) (for each n € w)
=VrA(x)

we can derive = VaT'f(x," ") and we would have another inconsistency.
However, since the logic is already inconsistent, the fact that an w-rule in-
troduces an inconsistency cannot be anything more than a curiosity.

On the other hand, one might think that the result in this section suggests
that there is a general relationship between inconsistency and w-inconsistency,

8See for example (Leitgeb 2001) and (Barrio 2010).
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and in particular that a non-trivial inconsistent theory satisfying certain con-
ditions will be w-inconsistent. An anonymous referee pointed for example out
that the following derivations are available in SCgrr,,

T°A0=0=

TN =n=n TAAD=0=
=T"A"An=n Ve(T"A ANz =x) =

=-Vz(T"A"Az = 2)

Indeed, as soon as a logic is inconsistent and we have our standard rules for
equality, conjunction and weakening, and can introduce a negation to the
right, we have w-inconsistency. We didn’t even require functions definable in
a theory of arithmetic as in the case above. However, it is precisely because
we didn’t use any arithmetical vocabulary that I think we should be wary
of the theoretical significance of such derivations; they merely piggy-back on
the inconsistency as opposed to the derivations for theorem 2.10.

Now, that doesn’t mean that there is not an intimate relationship between
w-inconsistency and inconsistency, and in particular that we can expect non-
trivial inconsistent theories of truth to become w-inconsistent when we add
arithmetical machinery. It is for example easy to show that augmenting LP
with transparent arithmetical truth results in w-inconsistency. I will however
not explore this relationship any further in this paper, but rather turn my
attention to a consistent but w-inconsistent theory of truth.

3 w-incomnsistency with DT based on Robinson Arithmetic

3.1 A sequent calculus for McGee’s conditions

Cobreros et al. (2013) claimed that the result in McGee (1985) relies on
transitivity, and while we have shown that there is a cut-free derivation of
w-inconsistency in STT based on an arithmetical theory, it might still be the
case that the original result requires transitivity. I shall now show that we
have good reasons to think that this is not the case. Our strategy will be
to identify McGee’s conditions as quantified standard deontic logic, provide
a cut-free sequent calculus for quantified standard deontic logic where the
modality is treated as a predicate and finally show that the resulting logic is
w-inconsistent.

McGee (1985) shows that a logic of truth satisfying the following condi-
tions is w-inconsistent:*

9T deviate slightly from the conditions as stated in (McGee 1985) by adopting the
formulation of (a), (b) and (c) in (Leitgeb 2001) for presentational purposes.
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1) Closed under first-order classical logic with equality.

2) Contains the axioms of Robinson Arithmetic and axioms for f.

(1)
(2)
(3) Contains T A™ as theorem if it contains A as theorem.
(4)

4) Contains every instance of the following schemas:

(4a) TT—A7 — —TT A
(4b) T"TA —- B =TT A" - T"B™
(4c) VaTT Az — (T"VxAz™)

TAa7 in (4c) is short-hand for f,(TA7, a) where f, is a function such that
fs(TA7 a) = "A(z/a)7, that is, the function which returns the Godel-code of
the formula obtained by substituting a for z in a formula A with exactly one
free variable z. The language contains thus a function-symbol f; which is
defined with the appropriate rules, namely such that f,(TA7,a) =" A(z/a)”
becomes a theorem for every formula A and term a.

A quick inspection of these principles reveals that they are essentially
the axioms of the quantified standard deontic logic as obtained on frame
semantics with constant domain and serial accessibility-relation.!® Such
frames will with a standard definition of the O validate the principles corre-
sponding to (3), (4a) and (4b) as formulated with 0. (4a) is equivalent to
TmA7 — =T"—-A"in classical logic which corresponds to the principle which
ensures that obligations are consistent. If the frames are defined for a first-
order language (still with an operator 0) with constant domain, then those
frames will also validate (4c) for O which is known as the Barcan formula.
It follows that if we can formulate a cut-free sequent calculus for quantified
deontic logic in which the modality is treated as a predicate rather than an
operator, that calculus, if augmented with rules for Robinson Arithmetic,
should be equivalent to McGee’s conditions and we should be able to prove
that it is w-inconsistent. Since we will continue using a language containing
a truth-predicate, we might as well call the resulting logic Deontic Truth and
pretend that it is based on a conception of truth according to which truth
should be conceived as a deontic modality that satisfies the conditions asso-
ciated with quantified standard deontic logic. As we shall see below, it is not
actually too far-fetched and comes with certain virtues.

Now, the conditions (3), (4a) and (4b) are derivable in a cut-free sequent
calculus for classical logic closed under the following rule where 771" " abbre-
viates 1T~ for each v € T and which permits the special case in which there

10See for example (McNamara 2010).
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is no active formula on the right-hand-side:!*

I'=A
TTI=TrA"

(T-dist)

The fact that our Deontic Truth is supposed to satisfy (T-dist) illustrates a
virtue with such a conception of truth, namely how it expresses that entail-
ment is truth-preserving.

(T-dist) is however a rather impractical rule. Not only is it not “compo-
sitional” by following the left- and right-introduction rule format and cannot
accommodate admissibility of weakening in an elegant way. It is also not
sufficient to derive (4c). While we can derive its converse with (T-dist),
(4c) requires either a specific rule for quantifiers such as those presented by
Halbach (2011, p.70) or a more suitable calculus, for example one based on
hypersequents or labelled sequents. I shall employ a labelled sequent calcu-
lus so as to easily ensure that we are working with nothing over and above
quantified standard deontic logic.!?

The basic idea with a labelled sequent calculus is to internalize in the
sequent calculus the machinery employed in frame semantics by adding labels
that “represent” the points of evaluation at which the formulae are assigned
a value. Sequents are thus not pairs of multisets of formulae but rather
multisets of label-formulae pairs of the form i : A where 7 is a label and A is
a formula. In addition to expressing at which point of evaluation a formula
is true at, we should also incorporate facts about the accessibility-relation.
Following Negri (2005), we incorporate such features of the frame semantics
in a sequent calculus by permitting also pairs of the form ¢Rj where ¢ and j
are labels. The labelled sequent calculus for quantified modal logic discussed
by Negri and von Plato (2011) involves also pairs of the form ¢ € D(i) and
extra rules for such pairs to mimic features such as variable or constant
domains, increasing or decreasing domains and the empty domain. We can
ignore those features of quantified modal logic because we will think of w as
our domain.

A labelled calculus comes thus with a countable set of labels. While Negri
(2005) considers the extra resources as part of the language, one can also, as
suggested by Restall (2006), consider them as structural features of sequents.
I prefer the second option but nothing hinges on that here.

'We are thus combining the standard sequent calculus rule to obtain K and the extra
rule one typically adds to obtain KD. The rule to obtain K requires an active formula
in the succedent and the extra rule one typically adds to obtain KD requires no active
formula in the succedent. See (Negri 2011).

12The alternative to the use of labelled sequent calculus to obtain a cut-free calculus for
Deontic Truth would be to employ tree-hypersequents as introduced by Poggiolesi (2011).
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In addition to initial sequents of the form I',7 : P = ¢ : P,A where I
and A are multisets of pairs of either form and P is an atomic formula, we
add the following rules for T where j does not occur in I', A and ¢ : TT A™
in (Try):

iRj,i:TTAV,j: AT = A

iRj, T =A,j: A
—— (TLg)
tRj,i: T"A"VT = A

¢ F= AT A7 ™

For the other connectives, arithmetical vocabulary and equality we simply
relativize the above rules to a label 7 in the natural way:'?

1: A=A 1:B,I'= A L I'=A,i:A,i:B Vak
iTAVBIT = A VMY TS A Aave )
'=Ai: A . i: A=A .
Ti:-A= A L) =i . -AA ™)
i:VrA(z),i: Ala),I' = A (VLE) I'=Ai: A(y) i)
i:VeA(z),l = A ° T'=Ai:VzA
ita=al=A
= A (=m%)
i:Aa),i:a=0,1:A0),T=A ( L) ira=bT=1i:A(a),i:Ab),A ( L)
=repL =7epR
ita=b,i:A(a),l'= A re ita=0bT= A(b),A e
- @ty TDyita=bi:sa=sb=A .
I,i:0=sa=A I'i:sa=sb=A (@27
Ij:a=0=A I'j:a=sy=A
— I‘:>Aj — (@59
Fi:a+0=a=A (Q11) Iyi:a+sb=s(a+b) =A .
r=a © r=a @)
Iitax0=0=A Q6% Ii:axsb=(axb)+a=A >
I'=A r=a @
Iyi: f(0,FAT) =TAT=A Lyi: f(sa,"A") =Tf(a,"A7) =A
: (01%) : : (02%)
I'=A I'=A
i:fs(TA%a) ="A(z/a)",T =A i:Ta="Ta", I =A
: (nL) (")
I =A I'=A

where y in (VR) does not occur in I')A or Yz A, and where j in (Q3) does
not occur in I' or A.

13See for example (Negri 2005, p.512).
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We can now derive (4c) as follows, omitting the various double occurrences
of formulae required to ensure admissibility of contraction:

iRj,j: Ala) = j: Ala) .
iRj,i:TA(a)T="Aa",i: T A(a)" = j : A(a) e :
iRji "A@)= Ad i T Ad = j: Ala) O
iRj,i T Ad = j: Aa) -
iRji Vel A = j Ala) (QRL)

iRj, i :VaTT Ai" = j : Vo A(z)
i :V2TT Az =i TV A(z)™

In addition to rules for our vocabulary, we also require a rule for R that
makes it serial. Negri (2005) observes that seriality is mimicked by the fol-
lowing rule:

1Ry, I =A

I'=A

where j does not occur in I" or A. To illustrate the rule, consider the following
derivation of (2):

Ser

iRj,j:A=7:A
iRj,j: A "A=
iRj,j:Ai:T —A" =
iRy, i :TAV i T A" =
1:TTA T A7 =
1T ATV =4I A"

(-5)

(~RE)

In this derivation, ¢Rj is removed when j no longer occurs anywhere else in
the sequent.
We can now define our labelled sequent calculus.

Definition 3.1. Let SCpy,, be a sequent calculus system for sequents of the
form I' = A with T' and A being multisets of pairs of the form i : A where i
is a label and A a E?*-formula and pairs of the form jRi where j and i are
labels and there is a label © for each n € w. The system consists of the initial
sequents of the form
I'i:P=1i:PA

where P is an atomic LY -formula, and the rules Ser, (~L%), (-rY), (VLY),
(VRE), (VLE), (VRY), (=DY), (=reprE) and (=repLk), the rules (Q1%)-
(Q7F), the corresponding rules for each extra function-symbol added to E%Jr,
in particular (O1%), (O2F) and (T*), and finally (TLE) and (TR).
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We do not add (1) because it is not required to derive an w-inconsistency.
It was required above to derive (4c) because we needed a device to push the
connective inside the scope of the truth-predicate to derive universal gener-
alizations involving the truth-predicate. Since f; is a recursively enumerable
function, there is anyway a formula capturing it in our system and a corre-
sponding variant of (4c) is still derivable in the system.

Notice that a cut-rule in the case of a labelled sequent calculus like this
would amount to the rule

'=Ai: A 1 AT = A
L= A A

(curt)

and that a derivation in the system would rely on transitivity if it involves
rules from which the rule

=i: A 1:A=1i:B
=i: B

(Tx*)

is derivable.
As in the case of SCgrp,, We observe the following lemmas:

Lemma 3.2. The rules of weakening are admissible in SCpr,, :

#:% (WLL) % (WR,L)
[i: A=A I'=i:AA

I'=A B =A .

T.iRj >A "% T—iria W%

Proof. The proof is by induction on the height of a derivation and proceeds
along the lines of Negri (2005, p.518). O

Lemma 3.3. Every one- and two-premise rule in SCpr,, 15 height-preserving
wnvertible: if there is a derivation with at most height n of the conclusion-
sequent then there is a derivation with at most height n of the premise-
sequent(s).

Proof. By induction on the height of a derivation and proceeds along the
lines of Negri (2005, p.520-521). O

Lemma 3.4. The rules of contraction are admissible in SCpr,, :

Ii:Aji: A=A F=i:Ai: A A

~7 L ~pL

Ii: A=A () '=i:AA (ex)
LiRjiRj=A - T =iRjiRjA -
I'iRj=A % T =iRj,A f
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Proof. By induction on the height of a derivation along the lines of Negri
(2005, p.522-523). O

With that concluding our brief discussion of the rules, it is left to clarify
that we define a logic using a labelled sequent calculus of this form by stip-
ulating that a set of formulae I' entails a set of formulae A relative to this
labelled sequent calculus if and only if a sequent is derivable which contains
nothing but ¢ : v for every v € I' in antecedent position and nothing but 7 : ¢
for every 6 € A in succedent position where ¢ is an arbitrary label.

I shall not prove that the logic we define with our labelled sequent calculus
is equivalent to McGee’s conditions. Instead, I merely point out that we have
good reasons to assume that our sequent calculus proves nothing over and
above McGee’s conditions because Negri and von Plato (2011) prove that a
calculus with the above rules we used for the predicate T' are, when used
to define an operator O, together with Ser for R, sound and complete with
regard to serial frames.

3.2 Proving w-inconsistency without cuts again

We now proceed to establish w-inconsistency. The first thing to note is that
the lemmas we employed in the previous section to derive w-inconsistency
hold also in the current setting.

Lemma 3.5. The following rule is admissible in SCpry, ff faiag(n) = m:
Ii:a=m=A
[,i:D(m,a) =A

Lemma 3.6. The following rules are admissible in SCpy,., :

U= VYT f(y, "), A Uit =VyTf(y, " n") =A
= a = b
=i, A (« Lyi:p=A )

Proof. With the proof of (a) being more or less the same as the proof of
Lemma 2.9, I prove here only (b).

Loi:=VyTf(y, ) =A
Doica="pi: =VyT f(y," ) =A
Lyita="p"i:=VyT f(y,a) =A
Ui D("x(x) " a),i: =VyT f(y,a) =A
(y,a) =A

) =A

(= repLt)

Lemma 3.5

(ALE)

L D("x(x), a) A =VyT f(y,a
Lyi: 3e(D("x(z)7, ) A =VyT f(y, x)

(3LE)
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Theorem 3.7. SCpr,, is w-inconsistent: There is a formula A such that
SCpry, F= 1 °VxAx and SCyr,, b= i : A(R) for every natural number n.

Proof. We first establish that there is a formula A such that sc.,, F=
1 : 2VxAx with following derivation in which we omit the introduction and
elimination of equality-premises for presentational purposes.

iRj, j:Tf(a,"pw") = j:Tf(a,"p?)
. . R o . A (TLé/TL)
iRj, i : TTf(a,"p7) = j: Tf(a, pu7) o
' ' =re 02
iRj, 1 Tf(Sa, i) = Tfla,m) LpRc>/< )
/ f .
iRj, i VaTfa, u) = j: Tf(a, ) L
/ . ;
iR, i :VaT f(a,"p") = j : VaTf(x,"p") (v2%)

Lemma 3.6

iRj, i Vol f(x,"p?),j: p=

iRj, i V2T f(z,"p), i : T p =

iRj, i :VaT f(z,"p?),i: TfO,"u") =
iRj, i : VT f(z,"p") =

i VT f(z,"u?) =

=i V2T f(z, )

(TLa)
(=repr(;)/(01F)

(vLE)

Ser

(-Rr")

To also establish that SCpy,, F= i : A(%) for every natural number n we
proceed as follows. First we note that the above derivation goes through with
the sequent iRj, jRj’, 7 : Tf(a,"pn") = j' : T'f(a,"u™) as initial sequent
to derive the sequent iRj = j : —=VaTf(z, 7). We can then proceed as
follows: '
iRj = j:~VaTf(z,"pn")
itRj=j:p
=T’
= 1:Tf(0,"n")

Lemma 3.6

((Trp))
(=reprc)/(01)

This is the first of the of sequents required for w-inconsistency. We now
observe that the following rule is admissible:

TLiRj = j: Tf(a, ), A
['=id:Tf(sa,"pu"),A

Australasian Journal of Logic (13:5) 2016, Article no. 2



115

The derivation is straight-forward:

iRj, T = j:Tf(a,"p7),A

- (Trr)
L=i:TTf(a,"u")7, A
(a0 = Tfas p ), T = i TTf(a, p), A
[=i:TTf(a,"p"), A w
G Tf(a 1) = f[(sa, w0, D= i Tf(sa, ), A"
. . . o

[=i:Tf(sa,"p),A

This suffices to establish SCpy,, F= ¢ : A(n) for every natural number n.
Indeed, to establish SCpy,, F= T'f(s0," ") we pick some new label j” and
start from iRj, jRj’, 7' Rj", 7" : Tf(a,"pu7) = 7" : Tf(a,"pu") to first derive
iRj, jRj' = j': =VaT f(x,” 1) followed by iRj = j : Tf(0,”17) and finally
=1:Tf(s0,"pu7). The road to infinity is paved with tedious labour. O

Notice how the above proof did not involve any applications of a cut-
rule formulated for labelled sequent calculus. To avoid any confusion, it is
nonetheless important to point out that we have no reasons to think that the
logic we obtain with SCpy,, is non-transitive. Indeed, the logic is most likely
transitive precisely in the virtue of the format of the rules. We just didn’t
assume it to prove w-inconsistency.

One might suspect that our domain of labels must contain nonstandard
numbers. However, to see that it suffices with w, consider how we can sub-
stitute 0 for ¢, 1 for j , 2 for j* and 3 for j” in the derivations in the proof
of theorem 3.7. In this way we prove = 0 : T f(m," ") for every natural
number n. Clearly we could do the same for each natural number as label
without being forced to pick some number outside w because we can always
just pick the next number to get a new iteration of T" for each label.

4 w-inconsistency and nonstandard models

We have now seen that both STT based on Robinson Arithmetic and the
logic of truth we called DT based on Robinson Arithmetic which arguably
corresponds to McGee’s original conditions are w-inconsistent, and that we
could show all this without relying on transitivity.

Now, the problem with w-inconsistent logics is said to be that they cannot
have a standard model of arithmetic, that is, a model that has as its domain
the set of all and only the natural numbers. Instead, their models are not
isomorphic to the standard model. Such models are known as nonstandard
models and are basically models that contain some successor numbers that
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are, so to speak, beyond the standard natural numbers. Some authors are not
that bothered by w-inconsistency, in particular in connection to FS because
FS nevertheless tells us that provable sentences of arithmetic are true and
does not prove any false arithmetical sentences, examples being Halbach and
Horsten (2008) and Sheard (2001). Others, for example Leitgeb (2007) and
Barrio (2010), argue that w-inconsistent logics of truth disrupt our ontological
commitments:

A theory of truth should not exclude this standard interpretation,
for otherwise the theory could not be understood as speaking
about the very objects that it was designed to refer to. Put
differently: a theory of truth does not only have to be consistent
(of course it has to be!), it also should not mess up its intended
ontological commitments.(Leitgeb 2007, p.280)

No monadic predicate [..] will express legitimate truth if its intro-
duction to the language of arithmetic produces in turn a dramatic
deviation in the theory’s intended ontology: in order to be able to
express the concept of arithmetic truth, [an w-inconsistent the-
ory of truth| has to abandon the possibility of speaking about
standard natural numbers.(Barrio 2010, p.384)

If a logic of truth based on an arithmetical theory requires a nonstandard
model, how can we still say that we have a theory of arithmetical truth?
Instead, such a truth-predicate is merely a nonstandard truth-predicate and
cannot be said to align with our philosophical intuitions concerning arith-
metical truth.

However, STT “is shown to have standard models by the Kripke construc-
tion” (Cobreros et al. 2013, p.860). How can a proof theory which clearly is
STT based on Robinson Arithmetic be w-inconsistent while we nonetheless
can use standard models of arithmetic to define STT using a Kripke construc-
tion? To understand how this is possible, we will have a quick look at STT
defined on models of arithmetic.

Models of arithmetic for STT are obtained in two steps, closely following
Halbach and Horsten (2006, p.680), however with the twist that we make
explicit that our models are trivalent. First, we define Strong Kleene models
inductively as follows:

Definition 4.1. Let a SKT,, model for L5 be a triple (N, T, F) where
e N is the standard model of arithmetic.

e T, F Cw
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e TNF=10

The sets 7 and F are the extension and anti-extension of the truth-
predicate.

Definition 4.2. Let V' be a function from a SKT,-model and the sentences
of L4F to {1,%,0} such that
o if P(ay,...,a,) is an atomic formula not of the form T(a),
— Vu(P(ay,...,a,)) =1 iff Play,...,a,) is true in N

— Vu(P(ay,...,a,)) =0 iff Play,...,a,) is false in N
-A)=1-Vy(A)
AV B) =max(Vy(A), Vu(B))

o

T((@) =1 if and only ifa € T

Ve (
Ve (
o Viy(VzA(z)) = min({n € w | Viy(A,(M)})
Vi (
Var(T(@)) = 0 if and only if a € F

e}

Now, some Vs might not be transparent for some SKT,-models since
there can be formulae A such that Vi (A) # Vi (TTA™). To define the set of
transparent SKT,-models, we define the function ®(7,F) : P(w)?* — P(w)?
such that

(T, F) = {TAT[ Vi (A) = 1}, {TAT [ Viu(A) = 0})

where M is some SKT,-model. ® is a jump-function for a fixed point con-
struction which is discussed in detail by for example Halbach (2011). To ob-
tain transparent models, we focus on those SKT,-models which are such that
®(T,F) = (T, F) because those models are such that Vs (A) = V(T A7).M

Definition 4.3. Let a SKTL-model be a SKT,-model s.t. ®(T,F) = (T, F).

Definition 4.4. T ELY.. A if and only if every SKTE -model M is such that if
Vy e D, Viy(y) =1 then 36 € A,V (6) € {1,1}

The definition of entailment is of course along the lines of Ripley (2012)
and based on the idea that every model is such that if the premisses are
strictly satisfied (assigned 1) then at least one of the conclusions is tolerantly
satisfied (assigned 1 or %)

14Cf. (Halbach and Horsten 2006, p.681).

Australasian Journal of Logic (13:5) 2016, Article no. 2



118

Theorem 4.5. SCyrr, 15 sound with regard to SKTf—models: If SCyrry, I
= A thenTEN A

STT

Proof. The proof proceeds by induction on the height of a derivation and is
left as exercise for the reader. The only interesting bit is that the substitution
rules for = requires a subinduction on the complexity of a formula because
we have not defined = with a clause for Vj;, but rather lumped it together
with the arithmetical vocabulary. O

To establish w-inconsistency we first note the following version of the
diagonal lemma:*®

Lemma 4.6. For every formula ¢(x) with one free variable x there is a
formula v such that every SKTYw-model is such that Vy(¢(T7)) = Var ().

Proof. Let v be the formula 3x(D("x(x)",x) A ¢(x)) as above. The key is
now to observe that Vi (D("x(x)7,7¢™)) = 1 due to it being an arithmetical
truth, and then proceed by reductio. Details are left for the reader. O

This suffices to establish that both y and =VxT'f(z," u) are assigned % on
every SKT/-model and thus that ., V2T f(z,"u") and Fg, VaT f(z,"p):

STT

Theorem 4.7. EY

STT

VT f(z, ") and Eg, Yol f(z, )

Proof. Tt is sufficient to show that every sKTX-model is such that

Vi (=VaT f(z, 7)) = 1. I show here that it cannot be assigned 1. Anal-
ogous reasoning will show that it cannot also be assigned 0. Let M be an
arbitrary SKTY-model. Assume that Vi (=VaTf(z,"u")) = 1. It follows
that Vi (VT f(x, 7)) = 0 and thus that there is a number n such that
Vi (Tf(@, ")) = 0. However, by lemma 4.6, it follows that Vi, (u) = 1
and thus Vi (T7p7) = 1. By the definition of f, we know that Vi (Tp" =
£(0,"u ™M) = 1 and thus Vy(Tf(0,"n")) = 1. By transparency of truth,
it also follows that any number of truth-predications on p is true and thus
V(T f(m," ™)) = 1 for every n € w. Since w is our whole domain, it follows
that Vi (VaT f(z,"u7)) = 1 which contradicts that there is a number n such

that Vi (T'f(m,"p™)) = 0. O
In the case of the function f, inconsistency entails w-inconsistency:

Theorem 4.8. EY

srr U8 w-tnconsistent.

15Lemma 4.6 is superficially similar to what is known in the literature as the strong diag-
onal lemma. See for example Heck (2007). However, the strong diagonal lemma establishes
that for every formula ¢(z) with one free variable = there is a term ¢ such that ¢t = "¢(z)"
where the term ¢ is defined using a primitive function-term for the diagonalization-function.
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Proof. Since we know from theorem 4.7 that EY.. =VaT f(x, ") it suffices
to prove that for every n € w, EY., Tf(m,"u™). Let M’ be an arbitrary
sKTF-model. Tt is thus the case that Vi (VaTf(z,"p7))) = 5. Assuming
that there is an @ € w such that Vi, (Tf(a,"p")) = 0 will contradict the

former and it follows thus that for every n € w, F{., T'f (7, 1), O

STT

So, not only are we using standard models of arithmetic, we can also show
that the logic we defined on those models is w-inconsistent.

To see how this is possible, it suffices to observe that the models are
constructed in such a way that none of the numbers returned by f(n, u™")
for each n are in 7 U F. It follows that T'f(n,"u") for each n is assigned
%, and thus that Vo f(z, ™) is assigned % By the clause for negation, it is
also the case that =V f(z, ") is assigned 3. The definition of entailment is
now such that those sentences become valid.!¢ If we had chosen a different
definition of entailment, and in particular one which is such that formulae
assigned % in each model do not come out as valid, then the logic would not
be w-inconsistent. One such definition is obtained by requiring that every
model is such that if all the premisses are assigned either % or 1 then at least
one of the conclusions is assigned 1. This would deliver a non-reflexive logic
as opposed to a non-transitive logic.!”

While we can employ the non-classicality of the models to deal with the
w-inconsistency without invoking nonstandard models, we have good reasons
to think that matters are going to be slightly more complicated in the case
of Deontic Truth and its w-inconsistency. In particular it seems reasonable
to assume that the obvious frame semantics for it would require nonstandard
“worlds” since they would have classical bivalent connectives but be such
that both =VaT' f(x,"p") and T'f(7,"p) for each n € w are true.

On the other hand, we do not have to search for long to find a similar
logic of truth that is w-inconsistent but which models must not be thought
of as being nonstandard, namely the good old Fs. To provide a model for
FS (or more precisely the logic of truth they refer to as 'D’), Friedman and

16 A curious reader might wonder whether something similar can be observed with regard
to the w-inconsistency of infinitely valued Lukasiewicz logic pointed out by Restall (1992),
and furthermore discussed by for example Bacon (2013). This is not unreasonable to
assume, but the devil is in the details, and that question is left for another occasion.

I7A suitable sequent calculus for such a non-reflexive logic is obtained by restricting
the initial sequents in definition 2.1 to equalities, i.e. formulae of the form s = ¢, a
move that suffices to block the above derivations of inconsistency and w-inconsistency in
theorem 2.6 and 2.10. For a discussion of this approach to paradoxes, see French (2016).
For a sequent calculus and an alternative semantics for a language based on distinguished
names rather than arithmetic to generate paradoxical sentences, see Fjellstad (2016), in
particular sections 4 and B.
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Sheard (1987) proceed as follows: First they define by induction a sequence
of models of the form (N, 7") where N is our standard model of arithmetic and
T the extension of the truth-predicate by letting Mg be (N, () and M,, .1 be
(N,{"A7 | M,, E A}) where F is a suitable satisfaction-relation for classical
logic. This amounts in effect to defining a finite revision sequence along
the lines of Gupta and Belnap (1993). They then define a set Th., to be
{A| 3kVn > k M, E A}.

Now, the last step should not be understood as collecting the sentences
into one model as in the case of a Kripke construction but rather as defining
the set of formulae that are satisfied by that sequence of models. Even if
the set of formulae satisfied by the sequence is w-inconsistent in the same
way as the set of formulae that are tolerantly satisfied by SKTZ-models is
w-inconsistent, none of the models in our inductively defined sequence must
be nonstandard models of arithmetic since the sequence does not have a final
or last model M such that M F —VaT f(x," ") and Mz E Tf(m,"u™) for
every natural number n. In other words, as long as we do not look for a
model for Fs with one bivalent valuation which for example seems to be the
aim of Halbach (2011, pp. 162-175), but rather consider the logic as satisfied
by a sequence of valuations, it seems reasonable to conclude that FS does not
require nonstandard models.

References

Bacon, Andrew (2013). “Curry’s Paradox and w-Inconsistency”. In: Studia
Logica 101, pp. 1-9. URL: http://1link.springer.com/article/10.
1007%2Fs11225-012-9373-3.

Barrio, Eduardo Alejandro (2010). “Theories of Truth Without Standard
Models and Yablo’s Sequences”. In: Studia Logica 96, pp. 375-391. URL:
link.springer.com/content/pdf/10.1007/s11225-010-9289-8.pdf.

Boolos, George et al. (2007). Computability and Logic. Cambridge University
Press.

Cobreros, Pablo et al. (2013). “Reaching transparent truth”. In: Mind 122,
pp. 841-866. URL: mind.oxfordjournals.org/content/122/488/841.
full.pdf+html.

Fjellstad, Andreas (2016). “Non-classical Elegance for Sequent Calculus En-
thusiasts”. Forthcoming in Studia Logica.

French, Rohan (2016). “Structural Reflexivity and the Paradoxes of Self-
Reference”. In: Ergo, an Open Access Journal of Philosophy 3. URL:
http://quod. lib.umich.edu/cgi/p/pod/dod-idx/structural -
reflexivity-and-the-paradoxes-of-self-reference.pdf?c=ergo;
1dno=12405314.0003.005.

Australasian Journal of Logic (13:5) 2016, Article no. 2



121

Friedman, Harvey and Michael Sheard (1987). “An axiomatic approach to
self-referential truth”. In: Annals of Pure and Applied Logic 33, pp. 1 —21.
URL: www.sciencedirect.com/science/article/pii/016800728790073X.

Gupta, Anil and Nuel Belnap (1993). The Revision Theory of Truth. Mit
Press.

Halbach, Volker (1994). “A system of complete and consistent truth”. In:
Notre Dame Journal of Formal Logic 35, pp. 311-327. URL: https://
projecteuclid.org/euclid.ndjf1/1040511340.

— (2011). Aziomatic Theories of Truth. Cambridge University Press.

Halbach, Volker and Leon Horsten (2006). “Axiomatizing Kripke’s Theory
of Truth”. In: Journal of Symbolic Logic 71, pp. 677-712. URL: http:
//dx.doi.org/10.2178/js1/1146620166.

— (2008). “The Deflationists’ Axioms for Truth”. In: Deflationism and Para-
dox. Ed. by J. C. Beall and Bradley Armour-Garb. Oxford University
Press.

Heck, Richard (2007). “Self-Reference and the Languages of Arithmetic”. In:
Philosophia Mathematica 15, pp. 1-29. URL: http://philmat.oxfordjournals.
org/content/15/1/1.full.pdf.

Leitgeb, Hannes (2001). “Theories of Truth Which Have No Standard Mod-
els”. In: Studia Logica 68, pp. 69-87. URL: http://1link.springer.com/
article/10.1023%2FA%3A1011950105814.

— (2007). “What Theories of Truth Should Be Like (but Cannot Be)”.
In: Philosophy Compass 2, pp. 276-290. URL: http://onlinelibrary.
wiley.com/doi/10.1111/3.1747-9991.2007.00070.x/full.

McGee, Vann (1985). “How Truthlike Can a Predicate Be? A Negative Re-
sult”. In: Journal of Philosophical Logic 14, pp. 399-410. URL: link .
springer.com/content/pdf/10.1007%2FBF00649483.pdf.

McNamara, Paul (2010). “Deontic Logic”. In: The Stanford Encyclopedia of
Philosophy. Ed. by Edward N. Zalta. Fall 2010. URL: http://plato.
stanford.edu/archives/win2014/entries/logic-deontic/.

Meadows, Toby (2015). “Advanced Logic Notes v1.1”. Unpublished manuscript.
URL: https://sites.google.com/site/tobymeadows/papers-talks/
downloads/Advanced’20Logic%20Notes’%20v1.1.pdf.

Negri, Sara (2003). “Contraction-free sequent calculi for geometric theories
with an application to Barr’s theorem”. In: Archive for Mathematical
Logic 42, pp. 389-401. URL: http://link.springer.com/article/10.
1007%2Fs001530100124.

— (2005). “Proof Analysis in Modal Logic”. In: Journal of Philosophical
Logic 34, pp. 507-544. URL: 1link . springer.com/article/10.10077%
2Fs10992-005-2267-3.

Australasian Journal of Logic (13:5) 2016, Article no. 2



122

Negri, Sara (2011). “Proof Theory for Modal Logic”. In: Philosophy Compass
6,
pp.523-538. URL: http://onlinelibrary.wiley.com/doi/10.1111/j.
1747-9991.2011.00418.x/full.

Negri, Sara and Jan von Plato (1998). “Cut Elimination in the Presence
of Axioms”. In: Bulletin of Symbolic Logic 4, pp. 418-435. URL: http:
//projecteuclid.org/euclid.bsl/1182353592.

— (2001). Structural Proof Theory. Cambridge University Press.

— (2011). Proof Analysis: A Contribution to Hilbert’s Last Problem. Cam-
bridge University Press.

Poggiolesi, Francesca (2011). Gentzen Calculi for Modal Propositional Logic.
Springer.

Restall, Greg (1992). “Arithmetic and Truth in Lukasiewicz Logic”. In: Logique
et Analyse 140, pp. 303-312.

— (2006). “Comparing modal sequent systems”. Unpublished manuscript.
URL: consequently.org/papers/comparingmodal .pdf.

— (2013). “Assertion, Denial and Non-classical Theories.” In: Paraconsis-
tency: Logic and Applications. Ed. by Koji Tanaka et al. Springer, pp. 81—
99.

Ripley, David (2012). “Conservatively extending classical logic with trans-
parent truth”. In: The Review of Symbolic Logic 5, pp. 354-378. URL:
journals.cambridge.org/article_S1755020312000056.

— (2013a). “Paradoxes and Failures of cut”. In: Australasian Journal of
Philosophy 91, pp. 139-164. URL: www.tandfonline.com/doi/pdf/10.
1080/00048402.2011.630010.

— (2013b). “Revising Up: Strengthening Classical Logic in the Face of Para-
dox”. In: Philosophers’ Imprint 13. URL: http://quod.lib.umich.edu/
p/phimp/3521354.0013.005/1.

— (2015). “Naive Set Theory and Nontransitive logic”. In: The Review of
Symbolic Logic 8, pp. 553-571. URL: journals.cambridge.org/abstract_
S51755020314000501.

Sheard, Michael (2001). “Weak and Strong Theories of Truth”. In: Studia
Logica 68, pp. 89-101. URL: link. springer.com/article/10.10237%
2FA%3A1011902222652.

Smith, Peter (2007). An Introduction to Gédel’s Theorems. Cambridge Uni-
versity Press.

Takeuti, Gaisi (1987). Proof Theory. Elsevier.

Tarski, Alfred (1983). “The Concept of Truth in Formalized Languages”. In:
Logic, Semantics, Metamathematics. Oxford University Press, pp. 152—
278.

Australasian Journal of Logic (13:5) 2016, Article no. 2



