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ABSTRACT: This document collects natural derivation systems for
logics described in Priest, An Introduction to Non-Classical Logic {4}.
It provides an alternative or supplement to the semantic tableaux
of his text. Except that some chapters are collapsed, there are sec-
tions for each chapter in Priest, with an additional, final section
on quantified modal logic. In each case, (i) the language is briefly
described and key semantic definitions stated, (ii) the derivation
system is presented with a few examples given, and (iii) soundness
and completeness are proved. There should be enough detail to
make the parts accessible to students would work through parallel
sections of Priest.

This document collects natural derivation systems for logics described in
Priest, An Introduction to Non-Classical Logic {4]. It thus provides an alternative
or supplement to the semantic tableaux of his text. Some of the derivation sys-
tems may also be of interest in their own right. They are all Fitch-style systems
on the model of {1, 12}, and many other places. Though a classical system is
presented for chapter 1, prior acquaintance with some such system is assumed.
Associated goal-directed derivation strategies are discussed extensively in {12,
chapter 6}.

Except that some chapters are collapsed, there are sections for each chapter
in Priest, with an additional, final section on quantified modal logic. In each
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case, (i) the language is briefly described and key semantic definitions stated,
(i) the derivation system is presented with a few examples given, and (iii)
soundness and completeness are proved. Notation is common with Priest,
though some nomenclature is improvised to keep things systematic. Though
cases of some proofs are left to the reader, there should be enough detail to
make the parts accessible to students who would work through parallel sec-
tions of Priest.

Demonstrations of completeness are all on the model of the standard argu-
ment for classical logic, and simplified considerably by the use of “subscripts”
and “overlines” in derivations. For the most part, I take over approaches from
tableaux in Priest. Thus, e.g., subscripts are like indexes from his tableaux.
Overlines are like underlines in {13]. Advantages of the approach to complete-
ness are particularly dramatic when quantifiers are introduced, as exhibited in
the section on quantified modal logic.
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I CLASSICAL LoGIC: CL (cH. 1)

I.I LANGUAGE / SEMANTIC NOTIONS

LCcL The LANGUAGE consists of propositional parameters po,p7... com-
bined in the usual way with the operators, —, A\, V, D, and =. So each
propositional parameter is a FORMULA; if A and B are formulas, so are
-A, (AAB), (AVB), (A D B)and (A = B).

ICL An INTERPRETATION is a function v which assigns to each proposi-
tional parameter either 1 (true) or o (false).
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TcL For complex expressions,

(=) v(—A) =1ifv(A) =0, and 0 otherwise.

(N\) v(AAB)=1ifv(A) =1and v(B) =1, and 0 otherwise.
V) v(AVB)=1ifv(A) =1 orv(B) =1, and 0 otherwise.
(@) v(AD>B)=1ifv(A) =0o0rv(B) =1, and 0 otherwise.
(=) v(A=B)=1ifv(A) =v(B), and 0 otherwise.

For a set T of formulas, v(I') = 1 iff v(A) = 1 for each A € T; then,

vcL I = Aiff there is no CL interpretation v such that v(I') = 1 and v(A) =
0.

1.2 NATURAL DERIVATIONS: NCL

NCL is just the sentential portion of the system ND from {12, chapter 6]. Refer
to that source for examples and further discussion (compare, e.g., [1]). Every
line of a derivation is a premise, an assumption, or justified from previous lines
by a rule. The rules include zntroduction and exploitation rules for each operator,
and resteration. In the parenthetical “exit strategy” for assumptions, ‘c’ indicates
a contradiction is to be sought, ‘g’ a goal at the bottom of the scope line.

R (resteration) —| (negation intro) —E (negation exploit)
al|P a P A, D a —P A (,—E)
P R
“ Q Q
b |—Q b |—Q

—P a-b—1 P a-b —E
NI (conjunction intro) NE (conjunction exploit) NE (conjunction exploit)
alP a|PAQ a|PAQ
6|Q

P a NE Q a N\E

PAQ  abAl

V| (disjunction intro) V| (disjunction intro) VE (disjunction exploit)
a|P al|P a|PVAQ
b P A (g a VE)
PVQ  aVI QVP  aVI
c R
Ol (conditional intro) DE (conditional exploit)
d A VE
a| |P A (g, oD a|P>5Q Q GaVE)
b|P
e R
b
N Q ab DE R ab-cd-e VE

PD>Q a-b Dl
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=| (biconditional intro) =E (biconditional exploit)
al |P Ag =D a|P=Q
b|P
b
Q ab =E

¢ Q A (g, =I)

d| |P

P=Q a-be-d =1

50

=E (biconditional exploit)

a|P=Q
41Q

P ab=E

NCL T bk A iff there is an NCL derivation of A from the members of T'.

As derived rules, we accept the following “ordinary” and “two-way” rules.
The “two-way” rules are usually presented as replacement rules. Insofar as we
will not have much call to use then that way, in order to streamline demonstra-
tions of soundness, we treat them just as ordinary rules which work in either
direction — where it is trivial that the rules are in fact derived in this sense from

the rules of NCL.
Ordinary Derived Rules
modus tollens negated biconditional
MT|P>Q NB|P=0Q P=0Q
-Q —p -Q
—p -Q -P

Two-way Derived Rules

DN

Com

Assoc

Idem

Impl

Trans

DeM

Exp

P <ap —P

PAQ <> QAP
PVQ <> QVP

PA(QAR) av (PAQ)AR
PV(QVR) <> (PVQ)VR

P <> PAP
P <> PVP

P>Q «» —-PVQ
-P>Q <> PVQ

P>Q <> —QD>—P

—~(PAQ) a> PV —-Q
—(PVQ) a> -PA—-Q

P>(QDR) a» (PAQ)DR

disjunctive syllogism

DS|PVQ PVQ
—P -Q

Q P

double negation

commutation

association

idempotence

implication

transposition

De Morgan

exportation
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Equiv P=Q <« (PDQA(QDP) equivalence
P=Q <> (PAQ)V(-PA—-Q)
Dist PA(QVR) a> (PAQ)V (PAR) distribution

PV (QAR) < (PVQ)A(PVR)

As examples, here are derivations to demonstrate the first form of Impl
(among the relatively difficult of derivations for the derived rules).

“PVQHhia PDQ P> Qe 7PV Q
1|-PVQ P 1|PDQ P
2| | —P A (g, 1 VE) 2| | ~(—PVQ) A (,—E)
3 P A (g DD 3 P A, D
4 -Q A B 4 Q 1,3 DE
s _p SR 5 -PVQ 4 VI
6 p 3R 6 -(-PVQ) 216{ :
7| | 7P 36—
7 Q 4-6"E
8| |-PVQ 7 VI
8| |P -7 D1
°Q 372 9| |~(=PVQ) 2R
9] 1Q A (g, 1VE) 10| -PVQ 2-9—E
10 P A (g, DD
11 Q 9R
12 P> Q 10-11 DI
13/P>Q 1,2-8,9-12 VE

I.3 SOUNDNESS AND COMPLETENESS

The following are standard arguments. Cases that are omitted are like ones
worked, and so left to the reader.

THEOREM 1.1 NCL issound: If Tk AthenT =, A.

Lix T CTIandT =, P,thenT” =, P.

Suppose I' C " and T =, P, but I" 4, P. From the latter, by VCL,
there is some v such that v(I’) = 1 but v(P) = 0. But since v(I") = 1
and "' C TV, v(T") = 1; so v is a CL interpretation such that v(I") = 1 but
v(P) =0;s0 by VCL, " 4, P. This is impossible; reject the assumption:
ifFCTMandT =, P, then T’ =, P.

Main result: For each line in a derivation let A; be the formula on line i and set
I equal to the set of all premises and assumptions whose scope includes line i.
Suppose T' i A. Then there is a derivation of A from premises in I' where A
appears under the scope of the premises alone. By induction on line number of
this derivation, we show that for each line i of this derivation, I} . Ai. The
case when A; = A is the desired result.
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Buasis:

Assp:
Show:

®)
oD

(@)

(A
(AE)

A7 is a premise or an assumption. Then It = {A;}; so v(I'1) = 1 iff
V(A1) = 1; so there is no v such that v(I') = 1 but v(A;) = 0. So by
VCL, T &, Ay

Foranyi,1 <i<k,Ti &, Ai.

e ’:CL Ax.

Ay is either a premise, an assumption, or arises from previous lines by
R, DI, DE, AL, AE, -1, —E, VI, VE, =I or =E. If Ay is a premise or an
assumption, then as in the basis, I'x =, Ax. So suppose Ay arises by
one of the rules.

If Ay arises by DI, then the picture is like this,

P
il |Q
k[PDQ

where j < k and Ay is P O Q. By assumption, I =, Q; and by the
nature of access, I3 C '« U {P}; so by Lr.1, I'c U{P} =, Q. Suppose
Me #o P D Q; then by VCL, there is some v such that v(Ic) = 1 but
v(P D Q) = 0; from the latter, by TCL(D), v(P) = 1 and v(Q) = 0;
so v(I'k) = 1 and v(P) = 1; so v(I'k U{P}) = 1; so by VCL, v(Q) = 1.
This is impossible; reject the assumption: I =, P D Q, which is to say,
M ':CL Ax.

If Ay arises by DE, then the picture is like this,

i|PDQ
jlp

k|Q

where 1,j < k and Ay is Q. By assumption, I3 =, P D Qand [ =, P;
but by the nature of access, It C I and Ij C I;soby Li.r, I =, P> Q
and T¢ =, P. Suppose I'c . Q; then by VCL, there is some v such
that v(Ic) = 1 but v(Q) = 0; since v(I'k) = 1, by VCL, v(P D Q) =1
and v(P) = 1; from the former, by TCL(D), v(P) = 0 or v(Q) = 1; so
v(Q) = 1. This is impossible; reject the assumption: I =, Q, which is
to say, [k =, Ax.
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(=D If Ay arises by —I, then the picture is like this,

P
e
il |—Q
k|-P

)

but by the nature of access, It C I'c U{P}and I3 C Ik U{P}; so by L1.1,
M« U{P} =4 Q and 'k U{P} =, —Q. Suppose Ik %, —P; then by VCL,
there is some v such that v(Iy) = 1 but v(—P) = 0; from the latter, by
TCL(), v(P) = 1; s0 v(I'c) = 1 and v(P) = 1; so v(I'x U{P}) = 1; so by
VCL, v(Q) = 1 and v(—Q) = 1; from the latter, by TCL(-), v(Q) = 0.
This is impossible; reject the assumption: Iy =, —P, which is to say,
e ’:CL Ax.

—E)

where 1,j < k and Ay is —P. By assumption, [ =, Q and [ &, —Q;

(VD) If Ay arises by VI, then the picture is like this,
j|p j|p
or
k| PVQ k| QVP

where j < k and Ay is PV Q or Q V P. Consider the first case. By
assumption, Ij =, P; but by the nature of access, I C TIy; so by L1.1,
'« o P. Suppose Ik ¥ PV Q; then by VCL, there is some v such that
v(I'k) = Tbutv(PV Q) = 0; since v(I'y) = 1, by VCL, v(P) = 1; but since
v(PV Q) =0, by TCL(V), v(P) = 0 and v(Q) = 0. This is impossible;
reject the assumption: Iy =, PV Q, which is to say, I'c =, Ax. And
similarly when Ay is Q V P.

(VE) If Ay arises by VE, then the picture is like this,

h|PVQ
P

j R
k|R

where h,1,j < k and Ay is R. By assumption, T, =, PV Q, i =, R
and Ij =, R; but by the nature of access, I, C Ty, Ii C TI'x U{P} and
I C McU{Q}soby L1.1, Tk =, PV Q, Ik U{P} 5, Rand Ik U{Q} = R.
Suppose 'k 4 R; then by VCL, there is some v such that v(I,) = 1
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but v(R) = 0. Since v(I'x) = 1, by VCL, v(P V Q) = 1; so by TCL(V),
v(P) = 1 or v(Q) = 1. Suppose, for the moment, that v(P) = 1; then
v(Ic) = Tand v(P) = 1; so v(Ic U{P}) = 1; so by VCL, v(R) = 1; this is
impossible; reject the assumption: v(P) # 1; so v(Q) = 15 s0 v(I) = 1
andv(Q) = 1; sov(IkU{Q}) = 1; s0 by VCL, v(R) = 1; this is impossible;
reject the assumption: ¢ =, R, which is to say, I« =, Ax.

ED
E=E)

For any i, I} =, Aj.

THEOREM 1.2 NCL is complete: if T (=, AthenT H A.

Con T is cons1sTENT iff there is no A such that ', A and ' /. —A.

Li.2 IfTt, —P, then ' U{P} is consistent.

Suppose I t4,, —P but 'U{P} is inconsistent. Then there is some A such
that ' U {P} o A and ' U{P} F —A. But then we can argue,

1|l

2 P A, D

3 A from I' U {P}
4| | A from I' U {P}
5| —P 2-4 1

So I K —P. But this is impossible; reject the assumption: if ' 4, —P,
then I' U {P} is consistent.

L1.3 There is an enumeration of all the formulas, A7, A, ...

Proof by construction in the usual way.’
Max T is MAXIMAL iff for any A either ' A or ' o —A.

C(I") We construct a I from T as follows. Set Oy = I'. By L1.3, there is an
enumeration, A7, A, ... of all the formulas; for any A; in this series set,

Qi = Qi,] ifQi,] FNCL _‘Ai

Qi =05 1 U{AY] if Qi g Ao —AL
then

M= Ui>o Q4

'For this, and extended discussion of the larger argument, see e.g. {12, {11.2}.
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L1y

L1.6

I is maximal.

Suppose I is not maximal. Then there is some A; such that I £ Aj
and I’ t4, —Ai. Whatever i may be, each member of Q;_; is in "; so
if Qi_] l_NCL ﬁAi then I l_NCL _‘Ai; but T’ VNCL ﬁAi; SO Qi_1 VNCL ﬁAi;
so by construction, Q; = Q;_7 U{A;}; so by construction, A; € I'; so
I Fuaer Ai. This is impossible; reject the assumption: ' is maximal.

If T is consistent, then each Q; is consistent.

Suppose I is consistent.

Basis: Qy =T and T is consistent; so Qg is consistent.

Assp: For any i,0 < i <k, Q; is consistent.

Show: )y is consistent.
Qy is either Oy_7 or Qg1 U{Ax}. Suppose the former; by
assumption, Qy_; is consistent; so Qy is consistent. Suppose

the latter; then by construction, Q1 4y —Ax; so by L1.2,
Oy_1 U{Ax}is consistent; so Qy is consistent.

For any i, Q); is consistent.

If T is consistent, then I/ is consistent.

Suppose T is consistent, but I is not; from the latter, there is some P
such that I'" |, P and " K, —P. Consider derivations D1 and D2
of these results and the premises A; ... A; of these derivations. Where
Aj is the last of these premises in the enumeration of formulas, by the
construction of ", each of Ai...A; must be a member of Qj; so Dr
and D2 are derivations from Qj; so Q; is not consistent. But since I’
is consistent, by L1.5, Q; is consistent. This is impossible; reject the
assumption: if I is consistent then I is consistent.

We construct a CL interpretation v based on I as follows. For any
parameter p, set v(p) = Tiff " H p.
If T is consistent then for any A, v(A) = Tiff " K A.

Suppose I' is consistent. By L1.4, I’ is maximal; by L1.6, " is consistent.
Now by induction on the number of operators in A,

Buasis: If A has no operators, then it is a parameter p and by construc-
tion, v(p) = Tiff " Hy p. Sov(A) =Tiff " K A.

Assp: For any i, 0 < i < k, if A has i operators, then v(A) = 1 iff
I Ha A

Show: If A has k operators, then v(A) = Tiff T"  A.
If A has k operators, then it is of the form =P, P D Q, PAQ,
PV Q or P = Q where P and Q have < k operators.
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(=)

N
M)
)

A is —P. (i) Suppose v(A) = 1; then v(—P) = 1; so by TCL(—),
v(P) = 0; so by assumption, " 4 P; so by maximality, I K
—P, where this is to say, [" K A. (i) Suppose I’ 5 A; then
I Fve —P; so by consistency, I 1A, P; so by assumption, v(P) =
0; so by TCL(—), v(—P) = 1, where this is to say, v(A) = 1. So
V(A) = 1iff " R A.

Ais P D Q. () Suppose V(A) =1 but I" tA A;thenv(P D Q) =
1but It P O Q. From the latter, by maximality, I’ K, —(P D
Q); from this it follows, by simple derivations, that I’ K P
and I" K —Q; so by consistency, I’ tA Q; so by assumption,
v(P) = 1 and v(Q) = 0; so by TCL(D), v(P D Q) = 0. This is
impossible; reject the assumption: if v(A) =1 then I A.
(i) Suppose I'" . A but v(A) = 0; then T’ o, P D Q butv(P D
Q) = 0. From the latter, by TCL(D), v(P) = 1 and v(Q) = 0; so
by assumption, " H P and I t4 Q; but since I" K P D Q
and I" K P, by OF), I" K Q. This is impossible; reject the
assumption: if " K A, thenv(A) =1.Sov(A) =T1iff " K A.

Forany A, v(A) =Tiff I i A.

L1.8 IfT is consistent, then v(I") = 1.

Suppose T is consistent and A € T; then by construction, A € I”; so
I" Fua A; so since T is consistent, by L1.7, v(A) = 1. And similarly for
any A €T. Sov(l') =1.

Main result: Suppose I' =, A but ' A, A. By (DN), if '  —A, then
e A;so T HAq —A;so by Li.2, 'U{—A} is consistent; so by L1.8, there is a
v constructed as above such that v(r'U{—A}) = 1; so v(—A) = 1; so by TCL(~—),
V(A) = 0; so v(I") =1 and v(A) = 0; so by VCL, " /4, A. This is impossible;
reject the assumption: if ' |5, A, then T H A.

2

2.1

NORMAL MODAL LOGICS: K (CH. 2,3)

LANGUAGE / SEMANTIC NOTIONS

LK« The vocaBULARY consists of propositional parameters po,p1 ... with
the operators, —, /A, V, D, =, O and <. Each propositional parameter
is a FORMULA; if A and B are formulas, so are —A, (A A B), (A V B),
(A D B), (A =B), 0A and OA.
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IK« For any of these systems except Kv, an INTERPRETATION is a triple
(W, R,v) where W is a set of worlds, R is a subset of W2 = W x W, and
v is a function such that for any w € W and p, vy, (p) = 1 or vy, (p) = 0.
For x,y,z € W, where « is empty or indicates some combination of the
following constraints,

| For any x, there is a y such that xRy extendability
p for all x, xRx reflexivity

o for all x,y, if xRy then yRx symmetry

T for all x, y, z, if xRy and yRz then xRz transitivity

(W,R,v) is a K« interpretation when R meets the constraints from «.
For Kv, a model is just a pair (W, v).

TK For complex expressions,

(—) vw(—A) =1if vy, (A) =0, and 0 otherwise.

A) Vi (AAB) = Tifvy(A) =

(V) vi(AVB) = 1ifv(A) =

(O) vw(ADB)=Tifv,(A) =

=) vw(A=B)=1ifv,(A) =

() viu(OA) = 1 if some x € W such that wRx has v4x(A) = 1, and 0
otherwise.

(@) vw(OA) = 1 if all x € W such that wRx have v4(A) = 1, and 0
otherwise.

For Kv, substitute for (¢) and (O),
($)o v (CA) =1 iff for some x € W, v (A) = 1.
(O)y viw(OA) =Tiff forall x € W, v (A) = 1.

)
(A) =1and v, (B) = 1, and 0 otherwise.
=1orv,(B) =1, and 0 otherwise.
=0 or vy (B) =1, and 0 otherwise.

= v (B), and 0 otherwise.

For a set T of formulas, v, (I') = 1 iff vi;,(A) = 1 for each A € T; then,

VK« T K, A iff there is no K« interpretation (W,R,v) (W,v)) and w € W
such that v,,(T") = 1 and v,, (A) = 0.

2.2 NATURAL DERIVATIONS: NKo

Where s is any integer, let A; be a SUBSCRIPTED FORMULA. For subscripts s
and t allow also expressions of the sort, s.t. As in Priest, intuitively, subscripts
indicate worlds, where A is true or false at world s, and s.t just in case world s
has access to world t. Derivation rules apply to these expressions. Rules for —,
A, V, D, and = are like ones from before, but with consistent subscripts. Rules
for O and < are new.”

>There is no uniformity about how to do natural deduction in modal logic. Most avoid
subscripts altogether. Another option uses subscripts of the sort i.j ...k (cf. prefixes on tableaux
in [2]); the result is elegant, but not so flexible as this account inspired by Priest, and we will
need the flexibility, as we approach increasingly complex systems.
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R|P, =1 | P
Ps Q
ﬁQt
—P,
Al'| Py AE | (PAQ)s
Qs
P,
(PAQ)s
VI | P VI | P
(PVQ)s (QV P
Sl | P DE|(PDQ)s
P,
Qs
P> Q) R
=l| | P =E | (P=Q)s
P,
Qs o,
| Qs
P,
(P=Q)s
al| |s.t OE | OP, Ol | Py
s.t s.t
Py
op, P, OP,

where t does not appear in any
undischarged premise or assump-
tion

—-E

AE

VE

—P,

Q¢
—Qu

COE | OPs
s.t
Py

Qu
Qu

where t does not appear in any
undischarged premise or assump-
tion and is not u

These are the rules of NK. Other systems NK« add from the following, for

access manipulation, according to constraints in .

AMn s.t AMp AMo | s.t
Py
P, S.S t.s

where t does not appear in any
undischarged premise or assump-
tion and is not u

AMT | s.t
tu

s.u
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AMp has no premise. For NKv, eliminate expressions of the sort s.t and rules
for access manipulation. Let T be an arbitrary tautology (say, p O p). Then for
01, OE, <¢I and OE, substitute,

Olv Tt OEv | OP; Slu | Py QEv | OPs
Py
P OP
Pt t s
(] N Qu
where t does not appear in any Q
undischarged premise or assump- u .
tion where t does not appear in any

undischarged premise or assump-
tion and is not w

In these systems, every subscript is 0, appears in a premise, or appears in the
t-place of an accessible assumption for OI, OE, (OIv, ¢Ev) or AMn. Where
I" is a set of unsubscripted formulas, let Iy be those same formulas, each with
subscript 0. Then,

NKoa Ty, A iff there is an NK« derivation of A from the members of I.

Derived rules carry over from NCL as one would expect, with subscripts
constant throughout. Thus, e.g.,

MT | (P D Q) Impl (P> Q) <> (-PV Q)
_‘Qs (_‘P D) Q):’ <> [P\/Q]S
—P,

As examples, here are some derivations which exhibit left-hand forms of
the following additional rule for modal negation,

MN  OP, < —O—P —0OP, < O—Pg
OPs <> —O—Pg —-OPs <> O—Pg

as derived in NK (and so any NK«, excluding NKv, though this could be easily
demonstrated as well).

—O=P b, OP OP b ~O—P
I ﬁOﬁPO P 1| OPy P
2| | 0.1 A (g, 0D 2| | 0Py A, D
3 P A, ~E) 3 0.1 A (g, 2 OF)
4 =Py 2,3C1 4 | P
1 —O—Py 1R 5 anle A, D
6 Py 3-5 —E 6 -P, 4 R
71 0Py 2-6 01 7 P, 1,3 OE
8 —O—Py 5-7 -1
9| | ~C—Po 23-8 OF
10 O—=Py 2R
11 | ~O—Py 2-10 —1
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0P by OP

I

2

O 0NN &N A

10

_‘D_‘PO
_‘QPO
0.1
Py
OPo
_‘<>P0
—‘P]
O-P,
ﬁDﬁPO
<OPo

P

A (,E)
A (g, 0D
A, —D

3,4 ©l
2R
4-6 -1
3-7 01
1R
2-9 —E

OP by ~O-P

w N

o O\wn A

OPo

0.1

D_‘Po

—P,
P

—0-P,

—0-P,

60

A (g, 1OF)

A, D
2,4 OE
3R
4-6—1
1,2-7 CE

For examples in other systems, here are demonstrations of some characteristic

prin

aN

ciples:

xn OP D OP
OPy
0.1
Py
OPy
OPy
(OP > OP)y

. PO OOP
Po
0.1

1.0

OP;

OoP,
(P> OOP),

A (g, DD
A (g, AMn)
1,2 OFE

2,3 01

2-4 AMn
1-5 DI

A (g, oD
A (g, 0D
2 AMo
1,3 <1
2-4 01
1-5 DI

Fako OP D P
I DPO

2 0.0

3| | Po

4 | (OP D P)o

Fuk. OP D OOP

I

2

(SN

S IR - NEVNN

OPy
0.1
1.2
0.2
P3
0P,
oap,
(OP > 0O0OP),

A(g, oD

AMp
1,2 OE
1-3 DI

A (g, DD
A (g, 0D
A (g, 0D
2,3 AMt
1,4 OE
3-5 01
2-6 O1
1-7 DI
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Fakor OP D OOP Fake OP D OOP

I ﬁPO A (g, DI) I OPy A (g, DI)
2 0.1 A (g, 10E) 2 P, A (g, 1CE)
3 3 T, A (g, 0D
4 0.2 A (g, 0D 4 OP, , oI

1 2.0 4 AMo 1 aoPy 3-4 OI

6 2.1 52 AMt 6| | OoP, 1,2-5 OF
7 OP; 3,6 O1 7 (OPD>OOP)y  1-6 DI

8 P, 4-7 01

9 aoPy 1,2-8 OFE
10 | (OP D OOP), 1-9 DI

2.3 SOUNDNESS AND COMPLETENESS

Preliminaries (excluding NKv): Begin with generalized notions of validity. For
a model (W,R,v), let m be a map from subscripts into W. Say (W,R,v)n, is
(W, R, v) with map m. Then, where " is a set of expressions of our language for
derivations, vy, (I') = 1 iff for each Ag € T, v;,(5)(A) = 1, and for each s.t €
I, (m(s),m(t)) € R. Now expand notions of validity to include subscripted
formulas, and alternate expressions as indicated in double brackets.

VKo* T' |55 A [s.t] iff there is no K« interpretation (W,R,v)m such that
v (') = 1but vy (5)(A) =0 [(m(s), m(t)) & R].

NKo* T K, As [s.t] iff there is an NK« derivation of A [s.t] from the
members of T.

These notions reduce to the standard ones when all the members of ' and A
have subscript 0 (and so do not include expressions of the sort s.t). This is
obvious for NKa*. In the other case, there is a (W, R, V), that makes all the
members of Iy true and Ay false just in case there 7s a world in (W, R,v) that
makes the unsubscripted members of " true and A false. For the following,
cases omitted are like ones worked, and so left to the reader.

THEOREM 2.1 NKouis sound: If T' . AthenT |5 A.

Lz.x T CTVand T |, Ps [s.tl, then I 5 P [s.t].

Suppose I' C " and ' 5, Ps [s.t], but I 4% Ps [s.t]. From the latter, by
VKo* there is some Ko interpretation (W, R, v), such that v, (I'") =1
but vy, (5)(P) = 0 [(m(s), m(t)) & R]. But since vy (I") = Tand " C I,
vin(l) = 15 50 vin (T) = 1 but v,y (5)(P) = 0 [(m(s), m(t)) € RI]; so by
VKo*, T 52 Ps [s.t]l. This is impossible; reject the assumption: if
NCr’andT K. P [s.tl, then " 5! Ps [s.t].
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Main result: For each line in a derivation let P; be the expression on line i
and T} be the set of all premises and assumptions whose scope includes line
i. We set out to show “generalized” soundness: if I' I, P then T 5, P. As
above, this reduces to the standard result when P and all the members of " are
formulas with subscript 0. Suppose I' K, P. Then there is a derivation of P
from premises in I' where P appears under the scope of the premises alone. By
induction on line number of this derivation, we show that for each line i of this
derivation, I ! Pi. The case when P; = P is the desired result.

Basis: Py is a premise or an assumption A [s.t]. Then I't = {A} [{s.t}]; so for
any (W,R,v)m, vin(T1) = T iff v, (51 (A) =T [(m(s), m(t)) € R]; so there
is no (W, R, V) such that vy, (') = 1 but v,y (5)(A) =0 [(m(s), m(t)) &
R]. So by VKo*, Ty |55 As [s.t], where this is just to say, I'1 = P;.

Assp: Foranyi,1 <i<Xk, KL Pi.

Show: Fk ’;:X ipk.
Py is either a premise, an assumption, or arises from previous lines by R,
DI, DE, AL AE, ~1,—E, VI, VE, =1, =E, OI, OE, I, OF or, depending
on the system, AMn, AMp, AMo or AMt. If Py is a premise or an

assumption, then as in the basis, ¢ 5, Px. So suppose Py arises by
one of the rules.

R)
D
(OE) If Py arises by DE, then the picture is like this,
i| (ADB)s
il As
k| Bs

where 1,j < k and Py is Bs. By assumption, I} K (A D B)s and
I =& As; but by the nature of access, [T C Ic and I C Ty; so by L2.1,
Ne 5& (A D B)s and I 5 As. Suppose T F4% Bs; then by VKa*,
there is some Ka interpretation (W, R, V) such that vy (Tc) = 1 but
Vin(s)(B) = 0; since vy (T) = 1, by VKo*, viy(5)(A D B) = 1 and
Vin(s)(A) = 1; from the former, by TK(D), Vi (s)(A) = 0 or vy, (5)(B) =
1; 50 Vi (5)(B) = 1. This is impossible; reject the assumption: T =, Bs,
which is to say, I'c =5 Pk.

(AD
(AE)
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(=D If Py arises by —I, then the picture is like this,

As
i B
j —By
k| —As

where 1,j < k and Py is ~A;. By assumption, I} 5! By and [
—By¢; but by the nature of access, I} C '\ U{As}and I C T U{Agk
so by L2.1, T« U{As} =5 By and Ic U {Ag} = —B¢. Suppose e
—Ag; then by VKa*, there is a Kot interpretation (W, R, V), such that
vin (k) = 1but v, () (~A) = 0; 50 by TK(—), vy (5)(A) = 1550 vin (i) =
Tand v, () (A) = 1; 50 vin (Il U{A}) = 1; so by VKa*, vy (1)(B) =1
and vy, ()(—B) = 1; from the latter, by TK(—), v, (t)(B) = 0. This is
impossible; reject the assumption: I'c ! —As, which is to say, I« =5
Pr.

—E)
\2);

(VE) If Py arises by VE, then the picture is like this,

h|(AVB),
As

i Ct
Bs

il | Ce

k Ct

where h,1,j < kand Py is C¢. By assumption, ', 5, (AVB)s, i i Cq
and Iy ! Cy; but by the nature of access, I'y C I, I} C I'c U{As} and
Fj C I U{Bs}; so by L2.x, Tk K (AV B)g, T U{As} l;:; C; and
M U{Bs} K& Ct. Suppose T A& Cy; then by VKo*, there is some Ko
interpretation (W, R,v), such that v, (i) = 1 but v, () (C) = 0. Since
vin(lk) = 1, by VKo*, vi(5) (A V B) = 15 s0 by TK(V), v (5)(A) =1
or v, (s)(B) = 1. Suppose, for the moment, that v, (5)(A) = 1; then
vin(l) = 1 and v (5)(A) = 15 so vin (I U {Ag}) = 1; so by VKa*,
Vin(t)(C) = 1; this is impossible; reject the assumption: vy, (5)(A) # 1;
S0 Vin(s)(B) = 1580 vin (Ti) = T and vy, (5)(B) = 1550 vin (M U {Bs}) = 1
so by VKa*, v, (t)(C) = 1; this is impossible; reject the assumption:
M e Cy, which is to say, I« = Px.

ED
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=E)
@D

(OE)

(©D
(CE)

If Py arises by OI, then the picture is like this,

s.t

i Ay

k| DA,
where 1 < k, t does not appear in any member of I (in any undischarged
premise or assumption), and Py is JAs. By assumption, I S Ay
but by the nature of access, 1 C T U {s.t}; so by L2.1, Ic U {s.t} K
A:. Suppose T F4: OAg; then by VKa*, there is a Ka interpretation
(W, R, V) such that v, () = 1 but v, (5)(OA) = 0; so by TK(D), there
is some w € W such that m(s)Rw and v,,(A) = 0. Now consider a map
m’ like m except that m/(t) = w, and consider (W, R, v)/; since t does
not appear in Iy, it remains that v,,/(I'c) = 1; and since m’(t) = w and
m/(s) = m(s), (m'(s),m'(t)) € R; so v/ (Ic U{s.t}) = T; so by VKo*,
Vi (t) (A) = 1. But m’(t) = w; so vy, (A) = 1. This is impossible; reject
the assumption: I 5! OAg, which is to say, I« 5 Px.

If Py arises by OE, then the picture is like this,

i| DA,
jls.t

k| A

where 1,j < k and Py is A¢. By assumption, I |55, OA and T |5, s.t;
but by the nature of access, It C ¢ and I C I; so by L2.1, '« K, OA;
and T k! s.t. Suppose v K Ay; then by VKa*, there is some Ko
interpretation (W, R, v), such that v, () = 1 but vy, () (A) = 0; since
vin(T) =1, by VKa*, vy, (5)(BA) = 1 and (m(s), m(t)) € R; from the
first of these, by TK(O), any w such that m(s)Rw has v,,(A) = 1; so
vin(t)(A) = 1. This is impossible; reject the assumption: e = Ay,
which is to say, I« 7 Px.

If Py arises by OE, then the picture is like this,

i CAg
Ay
s.t

j| | Bu
k| By
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where 1,j < k, t does not appear in any member of Iy (in any undis-
charged premise or assumption) and is not u, and Py is By,. By assump-
tion, I} K CAs and [ |, By; but by the nature of access, Iy C I and
I C M U{Ag, s.t}; so by L2.1, Ty ! CAg and I U{Ay, s.t} 5E By, Sup-
pose T K& By then by VKa*, there is a Ko interpretation (W, R, v)m,
such that vy (T) = 1 but vy, () (B) = 0; since vy (Ic) = 1, by VKa*,
Vin(s) (CA) = 1; so by TK(©), there is some w € W such that m(s)Rw
and vy, (A) = 1. Now consider a map m’ like m except that m’(t) = w,
and consider (W, R, v)/; since t does not appear in I, it remains that
v () = 1; and since m/(s) = m(s) and m'(t) = w, v/ (¢)(A) = 1 and
(m/(s), m'(t)) € R;s0 v (TKU{Ay, s.t}) = 1550 by VKo*, vy (B) = 1.
But since t # u, m’(u) = m(u); s0 vy () (B) = 1. This is impossible;
reject the assumption: I = By, which is to say, I'c = Pk.

(AMn) If Py arises by AMn, then the picture is like this,

s.t
i AL
k| Ay

where 1 < k, t does not appear in any member of I (in any undischarged
premise or assumption) and is not u, and Py is A,,. Where this rule is
included in NK«&, K« includes condition 1. By assumption, 5 5!, Ay;
but by the nature of access, 1 C T« U {s.t}; so by L2.1, Ic U {s.t} K
A.. Suppose Ty e Ay; then by VKa*, there is a K interpretation
(W,R, V) such that v, (T) = 1 but v,,(y,)(A) = 0. By condition n,
there is a w € W such that m(s)Rwj; consider a map m’ like m except
that m’(t) = w, and consider (W, R, v),,,/; since t does not appear in [,
it remains that v/ (Tx) = 1; and since m/(s) = m(s) and m/(t) = w,
(m/(s), m’(t)) € R; s0 v (N U{s.t}) = 1; so by VKa*, v,y (1) (A) = 1.
But since t # u, m’(u) = m(u); s0 Vi (u)(A) = 1. This is impossible;
reject the assumption: I'c = A, which is to say, I'c = Pk.

(AMp) If Py arises by AMp, then the picture is like this,

k|s.s

where Py is s.s. Where this rule is in NK«, K« includes condition p.
Suppose T F4% s.s; then by VKa*, there is some Ko interpretation
(W, R,v)m such that vi (T) = 1 but (m(s), m(s)) ¢ R. But by condition
p, for any x € W, (x,x) € R; so (m(s), m(s)) € R. This is impossible;
reject the assumption: ¢ = s.s, which is to say, I« = Px.

(AMo) If Py arises by AMo, then the picture is like this,
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where 1 < k and Py is t.s. Where this rule is in NK«, K« includes
condition o. By assumption, I} ¢ s.t; but by the nature of access,
I C I so by L2.1, Iy ! s.t. Suppose I &’ t.s; then by VKa*,
there is some K interpretation (W, R,v)m such that viy () = 1 but
(m(t), m(s)) & R; since vin (Ic) = 1, by VKa*, (m(s), m(t)) € R; and by
condition o, for any (x,y) € R, (y,x) € R; so (m(t), m(s)) € R. This is
impossible; reject the assumption: I, |57, t.s, which is to say, I'c 5 Px.

(AM1) If Py arises by AMr, then the picture is like this,

i|s.t
jltu

k|su

where 1,j < k and Py is s.u. Where this rule is in NK«, K« includes
condition . By assumption, I} |55, s.t and [ ¢, t.u; but by the nature
of access, I} C Ic and [ C T; so by L2.1, Ik K s.tand Ik K tu
Suppose T 4% s.u; then by VKo*, there is some Ko interpretation
(W, R, V), such that v (Ty) = 1 but (m(s), m(u)) € R; since v, (Tk) =
1, by VKa*, (m(s), m(t)) € Rand (m(t), m(u)) € R; and by condition
T, for any (x,y), (u,z) € R, (x,z) € R; so (m(s),m(u)) € R. This is
impossible; reject the assumption: I, |57, s.u, which is to say, I'c 5, Px.

Foranyi, I3 . Ps.

The argument for NKv is similar (simpler) and so omitted.

THEOREM 2.2 NKa 75 complete: if T = AthenT K, A.

Suppose I' 5, A; then Iy = Ap; we show that Iy H, Ao. Again, this reduces
to the standard notion. The method of our proof has advantages (especially
for the quantificational case) over standard approaches to completeness for
modal logic. Roughly, we construct a single set which is maximal and consistent
relative to subscripted formulas, and use this to specify the model. The resultant
proof is thus kept structurally parallel to the classical case. For the following,
fix on some particular constraint(s) x. Then definitions of consistency etc. are
relative to it.

Con T is consIsTENT iff there is no A such that ' = Ag and ' i, —As.

L2.2 If sis 0 or appears in ', and I t45 . —Ps, then I' U {Ps} is consistent.
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L2.3

Max

Set

C(I)

Suppose s is 0 or appears in I and I 4 —Ps but 'U{P} is inconsistent.
Then there is some Ay such that ' U{P¢} H5 . Ay and T'U{Ps} Hi. —A¢.
But then we can argue,

1| T

2 P, A, D

3 A from I' U {P,}
—Aq from I' U {P}

5| —Ps 2-4 1

where the assumption is allowed insofar as s is either 0 or appears in T
so I' K. —Ps. But this is impossible; reject the assumption: if s is 0 or
introduced in T" and T" t4; . —Ps, then I' U{P} is consistent.

There is an enumeration of all the subscripted formulas, P; P, ...

Proof by construction: Order non-subscripted formulas A, B, C... in
the usual way. Then form a grid with formulas A, B, C ... ordered across
the top, and subscripts 1, 2, 3 ... down the side.

A1 — By Cy
/ /

A, B> Cy

L/

As Bs Cs

Order the members of the resultant grid, A, By, A, ... moving along
the arrows from the upper left corner, down and to the right.’

I'is s-MAXIMAL iff for any A either I' K, A or I' i —As.

I"is a SCAPEGOAT set iff for every formula of the form —OAg, if I' K
—DOA; then there is some t such that ' = s.t and T = —A¢.

For I with unsubscripted formulas and the corresponding Iy, we con-
struct I as follows. Set Qo = . By L2.3, there is an enumeration,
P1,P2 ... of all the subscripted formulas; let £y be this enumeration.
Then for the first Ag in €;_1 such that s is 0 or included in Q;_1, let &;
be like €;_71 but without A, and set,

3As for rational numbers; see, e.g., {12, §2.1.1}
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L2.4

L2.5

Q) =04 if Qi 1 i, —As
Q- = Qi1 UAs}  if Qi g K, —As
and
O; = Q- if A is not of the form —OP;
Q; = Q- U{s.t,—Py} if A is of the form —OP,
-where t is the first subscript not included in Q;-
then

M= Ui>o Q4

Note that there is always sure to be a subscript t not in Q;- insofar
as there are infinitely many subscripts, and at any stage only finitely
many formulas are added — the only subscripts in the initial QO being
0. Suppose s is introduced in I'; then there is some Q; in which it is
first introduced; and any formula P; in the original enumeration that
has subscript s is sure to be “considered” for inclusion at a subsequent
stage.

For any s included in I, T is s-maximal.

Suppose s is included in I’ but I is not s-maximal. Then there is some
A such that I (4, Ag and I 14, —As. For any i, each member of
Qi qisin I’y soif Qi1 K, —Ag then IV HE —Ag; but I #:  —Ag;
so Qi1 K. —As; so since s is included in T, there is a stage in the
construction that sets Q- = Q;_1 U{As}; so by construction, A € I";
so I Hi. As. This is impossible; reject the assumption: I is s-maximal.

If Iy is consistent, then each Q; is consistent.

Suppose I is consistent.

Basis: Qo =Ty and T is consistent; so Qg is consistent.
Assp: For any i,0 < 1 <k, Q; is consistent.
Show: Q) is consistent.
Qy is either () Qy_1, or (i) Qs = Qr_1 U{As} or (i) Oy« U
{S.t, “Pt}
(i) Suppose Qy is Qx_1. By assumption, Qj 1 is consistent; so Qy
is consistent.
(i) Suppose Qy is Oy« = Qk_1 U{As}. Then by construction, s is
0 orin Qg7 and Qy_1 A5, —As; so by L2.2, Q1 U{Ag} is
consistent; so ()i is consistent.
(ii)) Suppose Qi is QO+ U {s.t,—~P¢}. In this case, as above, Q.
is consistent and by construction, ~OPg € Qy-«. Suppose Qy
is inconsistent. Then there are A, and —A, such that Q- U
{s.t,7P¢} B3, Aw and Q- U {s.t,~P¢} K5, —Au. So reason as
follows,
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L2.6

L2y

L2.8

1| Qs

2| | st A (g, 0D

3 "Pt A (C, "E)

4 Ay from Q.+ U{s.t,—P}
5 —AL from Q.+ U{s.t,—P}
6 Py 3-5—E

7 | OPs 2-6 01

where, by construction, t is not in Qg-. So Q- K, OPs; but
—0OPg € Qx; s0 Q-+ Ky, —OPg; so Qg+ is inconsistent. This is
impossible; reject the assumption: Qy is consistent.

For any i, Q; is consistent.

If Ty is consistent, then '’ is consistent.

Suppose Ty is consistent, but I is not; from the latter, there is some
Ps such that I’ K5 P and I" 15 —Ps. Consider derivations D1 and
D2 of these results, and the premises P; ... P; of these derivations. By
construction, there is an Qi with each of these premises as a member;
so D1 and D2 are derivations from Qy; so Qy is not consistent. But
since Iy is consistent, by L2.5, Qi is consistent. This is impossible;
reject the assumption: if Iy is consistent then I is consistent.

If Ty is consistent, then I'" is a scapegoat set.

Suppose Ty is consistent and I K5 —OPs. By L2.6, I is consistent;
and by the constraints on subscripts, s is included in I'". Since I is con-
sistent, I 14, —0OPs; so there is a stage in the construction process
where Qi+ = Qi1 U{—0OPs} and Q; = Qj- U{s.t,~P}; so by construc-
tion, s.t € M and =Py € I"; so " K, s.tand " K5 —Pt. So I is a
scapegoat set.

We construct an interpretation I = (W, R,v) based on I as follows. Let
W have a member wy corresponding to each subscript s included in I".
Then set (ws,w) € Riff " K s.tand vy (p) = T 7 K, Ps-

If T is consistent then for (W, R,v) constructed as above, and for any s
included in I, vy, (A) = Tiff " K,

NKa S-
Suppose I is consistent and s is included in T'. By L2.4, I is s-maximal.
By L2.6 and L2.7, I is consistent and a scapegoat set. Now by induc-
tion on the number of operators in Ag,

Buasis: If A has no operators, then it is a parameter ps and by construc-
tion, vy, (p) = Tiff " K, ps. Sovi (A) = Tiff " K As.

Assp: Forany i, 0 < i < k, if A has 1 operators, then vy, (A) = 1 iff
I As.
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Show:

N
M)
&
©)

(%)

If A has k operators, then vy, (A) = 1Tiff " K As.

If A5 has k operators, then it is of the form —Pg, (P D Q)s,
(PAQ)s, (PVQ)s, (P=Q)s, OPs or OPs where P and Q have
< k operators.

As is =Ps. (D) Suppose vy, (A) = 1; then vy, (—P) = 1; so by
TK(), vw, (P) = 0; so by assumption, " 14, Ps; so by s-
maximality, I'" K5, —Ps, where this is to say, I'" K5, As. (i) Sup-
pose I i As; then I i —Ps; so by consistency, I (4, Ps;
so by assumption, vy, (P) = 0; so by TK(—), v, (—P) = 1, where
this is to say, vy, (A) = 1. So vy (A) = TIF I 5 As.

As is (P D Q)s. () Suppose vy, (A) = 1 but I'" 1A Ag; then
Vi (P D Q) = 1 but I" 4, (P D Q)s. From the latter, by s-
maximality, I'" K5, —(P D Q)s; from this it follows, by simple
derivations, that I'" = Ps and " K, —Qs; so by consistency,
I e Qs; so by assumption, v,y (P) = 1 and vy, (Q) = 0; so by
TK(D), vw, (P D Q) = 0. This is impossible; reject the assump-
tion: if vy, (A) =1 then I’ K As.

(i) Suppose " Hi. As but vy, (A) = 0; then I K5, (P D Q)s
but vy, (P D Q) = 0. From the latter, by TK(D), vy, (P) = 1
and v,y (Q) = 0; so by assumption, " K Ps and I" 1A Qs;
but since " i, (P D Q)s and " K, Ps, by OF), I" Hi.. Qs.
This is impossible; reject the assumption: if " K As, then
Vi (A) =T1. S0 vy (A) =TI T K, As.

As is OPs. (D) Suppose that vy, (A) = 1 but I'" t4, As; then
Vi, (OP) = 1 but I'" 14, OPs. From the latter, by s-maximality,
I" K. —OPs; so, since I is a scapegoat set, there is some t
such that " K} s.t and I" K, —Py; from the first, by con-
struction, (ws,w¢) € R; and from the second, by consistency,
I e Pt so by assumption, vy, (P) = 0; but wsRwy; so by
TK(O), vw, (OP) = 0. This is impossible; reject the assumption:
if vy (A) =1, then T" K, As.

(i) Suppose I'" K5, As but vy, (A) = 0; then I'" K, OPs but
Vi, (OP) = 0. From the latter, by TK(D), there is some wy € W
such that wsRwy and vy, (P) = 0; so by assumption, I {4 P;
but since wsRwy, by construction, I . s.t; so by (OE), I K.,
P;. This is impossible; reject the assumption: if I'" H,, As then
Vi (A) = 1. So vy (A) =TI T" K, As.

A is OPs. () Suppose vy, (A) = 1; then vy, (OP) = 1; so by
TK(O), there is some wy € W such that wgRwy and vy, (P) = 1;
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so by assumption, " K, Py; but since wsRwy, by construction,
I Hi s-t;50 by (OD), " i, OPs;so I H5 . A
(i)Suppose " K, As; then " K5 OPs; so by (MN), " K&
—0—Pg; so, since F’ is a scapegoat set, there is some t such
that " K, s.t and IV Hj, ——P¢; so by (DN), I'" K. Py; so
by assumption, vy, (P) = 1; but I" K5 s.t; so by construc-
tion, wsRwy; so by TK(<>), Vi, (OP) = 1; s0 vy (A) = 1. So

Vi (A) =Tiff T H: A

For any Ag, vy, (A) = Tiff 7 K5 As.

L2.9 IfTy is consistent, then (W, R,v) constructed as above is a K interpret-

ation.

In each case, we need to show that the interpretation meets the condi-
tion(s) «. Suppose I is consistent.

Q)

)

(0)

(1)

Suppose « includes condition n and that wg € W. Then, by
construction, s is a subscript in I’; so by reasoning as follows,

r‘/
2| | st A (g, AMn)
30| Ty T is a tautology
4| | OTs 2,31
51 OTs 2-4 AMn
6| —-0-T, s MN

I" Hi "0~ Ts; but by L2.7, I is a scapegoat set; so there is a t
such that I'" K, s.t; so by construction, (ws,w¢) € R and 11 is
satisfied.

Suppose « includes condition p and w, € W. Then by con-
struction, s is a subscript in I'; so by (AMp), I" i, s.s; so by
construction, (Wg, W) € R and p is satisfied.

Suppose « includes condition o and (wg, w¢) € R. Then by con-
struction, I'" ., s.t so by (AMo), I’ K, t.s; so by construction,
(wy,Ws) € Rand o is satisfied.

Suppose « includes condition T and (ws, wy), (W, wy,) € R. Then
by construction, " i s.t and I’ K, t.u; so by (AM), I K,
s.u; so by construction, (ws, wy,) € R and 7 is satisfied.

Map For any ws € W, set m(s) = wg; otherwise m(s) is arbitrary.

L2.10 If Ty is consistent, then vy, (Iy) = 1.

Suppose I is consistent and Ay € Ip; then by construction, Ag € I'; so

I"/ '_*

NKo

Ao; so since I is consistent, by L2.8, vy, (A) = 1. And similarly

for any A € . But m(0) = wo; so vin (o) = 1.
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Main result: Suppose I' = A but ' t4, . A. Then Iy =& Ao but Iy 5., Ao. By
(DN), if Ty h\TK{X ——Ay, then Iy F,\TKD‘ Ao;so Iy V,\TK“ ——Ap; SO by L2.2, o U{—=Ap}
is consistent; so by L2.9 and L2.10, there is a Ko interpretation (W, R,v)m
constructed as above such that v, (lo U{—Ao}) = 1; 50 vy (0)(—A) = 1; so by
TK(), Vin(0)(A) = 0550 vin (To) = 1 and v,y () (A) = 0; so by VKo™, Ty 4%, Ao.
This is impossible; reject the assumption: if T' |5, A, then T, A.

The argument for NKv is similar, and so omitted.

3 NON-NORMAL MODAL LOGICS: N« (CH. 4)

3.1 LANGUAGE / SEMANTIC NOTIONS

LN« The basic language is the same as for K«. The vOCABULARY consists of
propositional parameters po,p1 ... with the operators, =, A\, V, D, =,
O and <. Each propositional parameter is a FORMULA; if A and B are
formulas, so are ~A, (A AB), (AV B), (A D B), (A = B), OA and OA.
In addition, we introduce (A -3 B) as an abbreviation for O(A D B).

IN« An INTERPRETATION is (W,N,R,v) where N C W. N is the set of
normal worlds. Constraints on access are as for Kax. Thus, where « is
empty or indicates some combination of the following constraints,

| For any x, there is a y such that xRy extendability
p for all x, xRx reflexivity

o for all x,y, if xRy then yRx symmetry

T for all x, y, z, if xRy and yRz then xRz transitivity

(W,N,R,v) is an N« interpretation when R meets the constraints from
.

TN For complex expressions,

() v (—A) =T1if v, (A) =0, and 0 otherwise.

N) vw(AAB)=1ifv,,(A) =1and v, (B) =1, and 0 otherwise.
V) vw(AVB) =1ifv,,(A) =10rv,(B) =1, and 0 otherwise.
@) vw(AD>B)=Tifv,(A) =0o0rv,(B) =1, and 0 otherwise.
(=) vw(A =B) =1ifv,,(A) =v,,(B), and 0 otherwise.

() v (CA) =Tifw ¢ N or some x € W such that wRx has vy (A) =1,
and 0 otherwise.

(@) vw(OA) =1ifw e Nandall x € W such that wRx have vy (A) =1,
and 0 otherwise.

For a set T of formulas, v, (T') = 1 iff v,,(A) = 1 for each A € T; then,

VN« T' K, A iff there is no N« interpretation (W, N,R,v) and w € N such
that vy, (T") = 1T and v,,(A) = 0.
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3.2 NATURAL DERIVATIONS: NN«

All the rules are as in NK« except that whenever a subscript s.t is introduced
for OI or OE, either s is 0, or there is an additional premise of the sort DA,
or ~OAs. The resulting change in constraints on these rules is small.

al| st OFE | oP,
s.t
P
Py t
OPs
where s is 0 or appears in some accessible DA s or Qu
—OAs, and t does not appear in any undischarged
premise or assumption Qu

where s is o or appears in some accessible DA or
- s, an oes not appear in any undischarge

OAs, and t d t discharged
premise or assumption and is not w

Derived rules carry over from NKa. Note that MN remains as well. In
addition, the following are derived rules for 31 and 3E in either NK« or NN«.

3l | st 3E| (P3Q)s
Py s.t
Py
Qe 0
t
(P3QJs
constraints on s and t as for the corresponding NN or
NK O1 rule.

We exhibit the new restrictions by considering derivations to show one part of
MN, that OPg K, ~O—Ps. In the case where s # 0, the derivation on the left
violates the restriction on ©E in its last line.

1| OPg P 1| OPg P
2 s.t A (g, 1OF) 2 O—P, A, D
3 jl 3 s.t A (g, I <>E)
4 0-Ps A, D 4 Py
5 —Py 2,4 0UE 5 O-Ps A —D
O | [P 3R 6 P, 3,5 OF
7| | —~O-Ps 4-6 -1 7 P, 4R
8 | —O—P; 1,2-7 CE 3 ~0-P, 57 -1
9| | —~O—Ps 2,1,3-8 OE
10 O—Ps 2R
11 | ~0-Pg 2-10 —1

Supposing s is 0, each derivation is fine. However, if s is other than 0, on the
left, (8) violates the restriction on OFE, insofar as there is no accessible OPg or
—OPs. On the right, we get around the problem by making the assumption for
—I prior to that for CE. Note that, in this case, we czte the line with OA; for
OE. Other derivations for MN go through as in the previous section.
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3.3 SOUNDNESS AND COMPLETENESS

Preliminaries: Begin with generalized notions of validity. For a model (W, N, R, v),
let m be a map from subscripts into W such that m(0) is some member of

N. Say (W,N,R,v);m is (W,N,R,v) with map m. Then, where T is a set of

expressions of our language for derivations, v (I") = 1 iff for each Ag € T,

Vim(s)(A) = 1, and for each s.t € T, (m(s), m(t)) € R. Now expand notions of

validity to include subscripted formulas, and alternate expressions as indicated

in double brackets.

VNo&* T'=55 As [s.t] iff there is no N« interpretation (W, N, R, v), such that
vin(l') = 1but vy (5)(A) =0 [(m(s), m(t)) & R].

NNo* T' Ki.. As [s.t] iff there is an NN« derivation of A [s.t] from the
members of T.

These notions reduce to the standard ones when all the members of I and A
have subscript 0 (and so do not include expressions of the sort s.t). This is
obvious for NNa*. In the other case, there is a (W, N,R,v),, and w € N that
makes all the members of Iy true and A, false just in case there 7s a world in N
that makes the unsubscripted members of ' true and A false. For the following,
cases omitted are like ones worked, and so left to the reader.

THEOREM 3.1 NN 7ssound: If T' ., AthenT =, A.

L3.x T CTMandT 5 Ps [s.tl, then " |55, Ps [s.t].
Reasoning parallel to that for L2.1 of NKa.

Main result: For each line in a derivation let P; be the expression on line i and
I be the set of all premises and assumptions whose scope includes line i. We
set out to show “generalized” soundness: if I' =}, P then I' ¥, P. Suppose
I' Ko P. Then there is a derivation of P from premises in ' where P appears
under the scope of the premises alone. By induction on line number of this
derivation, we show that for each line 1 of this derivation, I} K P;. The case
when P; = P is the desired result.

Basis: Py is a premise or an assumption Ag [s.t]. Then I'' = {A} [{s.t}]; so
for any (W, N,R,V)m, vin(T7) = T iff viiy(5)(A) = T [(m(s), m(t)) € R[;
so there is no (W,N,R,v), such that viy(T7) = 1 but v;;;(5)(A) = 0
[(m(s), m(t)) ¢ R]. So by VNa*, 'l 5, As [s.t], where this is just to
say, I =5, P1.

Assp: Foranyi,1 <i<Xk,T = Pi.
Sbow: Fk I:,\T“ :Pk.
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®)
oD

Py is either a premise, an assumption, or arises from previous lines by R,
oI, DE, AL AE, —1, —E, VI, VE, =1, =E, U1, OE, ¢I, ¢E or, depending
on the system, AMn, AMp, AMo or AMt. If Py is a premise or an
assumption, then as in the basis, I'c =5, Pk. So suppose Py arises by
one of the rules.

(OFE) If Py arises by DE, then the picture is like this,

(AD
(NE)

i| (ADB)s
i As

k | Bs

where 1,j < k and Py is Bs. By assumption, I} =5 (A D B)s and
I 5. As; but by the nature of access, I C I, and I C Ty; so by L3.1,
M 55 (A D B)s and 'k i, As. Suppose Ic F&5, Bs; then by VNo*,
there is some N« interpretation (W, N, R, v), such that v, (Ic) = 1 but
Vin(s)(B) = 0; since vin (k) = 1, by VNo*, v, (5)(A D B) = 1 and
Vin(s)(A) = 1; from the former, by TN(D), vy;,(5)(A) = 0 or vy (5)(B) =
1; 50 Vi (5)(B) = 1. This is impossible; reject the assumption: I, =3, Bs,
which is to say, I« =3, Px.

(=D If Py arises by —I, then the picture is like this,

—E)

As
i B¢
j —B¢
k| —As

where 1,j < k and Py is ~A,. By assumption, I} =, B¢ and [ =, —By;
but by the nature of access, It C 'y U{Ag}and I C Tk U{Ag}; so by
L3.1, I U{As} 5, By and Tc U{As} i, —Bt. Suppose e FAl, —As;
then by VN«*, there is an No interpretation (W, N, R, v),, such that
vin () = 1 but v, (5)(—A) = 0; s0 by TN(—), Vi (5)(A) = 1550 vin (i) =
1 and vy (5)(A) = 15 50 vin (T U{A}) = 1; s0 by VN, vy () (B) =1
and vy, (1)(—B) = 1; from the latter, by TN(—), vy, ()(B) = 0. This is
impossible; reject the assumption: T =5, —As, which is to say, Ic 5,
Pr.
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\2))
(VE)
ED
=B
@n

(OE)

If Py arises by OI, then the picture is like this,

s.t
i Ay
k| OAg

where i < k, s is 0 or introduced in some accessible OP¢ or —CPg, t
does not appear in any member of 'c (in any undischarged premise or
assumption), and Py is OA;. By assumption, I3 5, Ay; but by the
nature of access, I C Tc U {s.t}; so by L3.1, Ik U {s.t} =i, A¢. Suppose
M K&y OAg; then by VN«*, there is an N« interpretation (W, N, R, v)
such that viy (Ty) = 1 but v, (5)(0A) = 0. If s is 0, then m(s) € N; if
s is introduced in some OP on accessible line j, then by assumption,
I =%, OPs; but by the nature of access, I C I; so by L3.1, I« |5, OPs;
so by VN&*, v, 5)(0OP) = 1; so by TN(O), m(s) € N; if s is introduced
in some =P on an accessible line j, then by assumption, I} =5, ~CPs;
but by the nature of access, I C Ty; so by L3.1, I 5, —OPs; so by
VNo&*, v (5)(7OP) = 15 50 by TN(=), Vi () (OP) = 05 so by TN(O),
m(s) € N; in any case, then, m(s) € N. So by TN(O), there is some
w € W such that m(s)Rw and v,,(A) = 0. Now consider a map m’
like m except that m’(t) = w, and consider (W, N, R,v),,/; since t does
not appear in Iy, it remains that v,,,/(Ic) = 1; and since m’(t) = w and
m/(s) = m(s), (m'(s),m'(t)) € R; s0 vy (T U{s.t}) = 1; so by VNo*,
Vi (t) (A) = 1. But m’(t) = w; so vy, (A) = 1. This is impossible; reject
the assumption: I'c =, OA;, which is to say, ¢ =3, Pk.

If Py arises by OE, then the picture is like this,

i| DA,
jls.t

k| A

where 1,j < k and Py is A;. By assumption, I} =i, OAs and [ K, s.t;
but by the nature of access, I C I'c and I C Iy; so by L3.1, T =5, DA
and I'c 5, s.t. Suppose e K4S, At; then by VN«*, there is some No
interpretation (W, N, R, V), such that vi, () = 1 but v, (1)(A) = 0;
since vin (M) = 1, by VNo*, vy (5)(HA) = 1 and (m(s), m(t)) € R; from
the first of these, by TN(O), any w such that m(s)Rw has v,,(A) = 1;
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SO Vi (1) (A) = 1. This is impossible; reject the assumption: i =i, Ay,
which is to say, I'c =35, Px.

©D
(CE) If Py arises by CE, then the picture is like this,
i OAg

At
s.t

il |Bu
k| By

where 1i,j < k, s is 0 or introduced in some accessible OP¢ or —OPg, t
does not appear in any member of I'c (in any undischarged premise or
assumption) and is not u, and Py is By,. By assumption, I |, ¢As and
I %, Bu; but by the nature of access, It C e and I C I U{Ay, s.t};
so by L3.1, I'c =5, OAg and T'c U {Ay, s.t} 5, Bu. Suppose I &5, By;
then by VN«*, there is an No interpretation (W, N, R, v),,, such that
vin () = 1but vy, () (B) = 0. If s is 0, then m(s) € N; if s is introduced
in some UPg on accessible line h, then by assumption, T, K, OPg;
but by the nature of access, 'y C T; so by L3.1, I'c K5, OPs; so by
VN&*, v (5)(OP) = 15 so by TN(O), m(s) € N; if s is introduced in
some —OP on an accessible line h, then by assumption, 'y 5, —CPs;
but by the nature of access, 'y C Ik; so by L3.1, I'c 5, =CPs; so by
VN&*, v (5)(7OP) = 15 50 by TN(=), Vi () (OP) = 0; so by TN(O),
m(s) € N; in any case, then, m(s) € N. Since v, (I'k) = 1, by VN«&*,
Vin(s) (OA) = 1; so by TN(), since m(s) € N, there is some w € W
such that m(s)Rw and vy, (A) = 1. Now consider a map m’ like m except
that m’(t) = w, and consider (W, N, R,v),,,; since t does not appear in
I, it remains that v,/ () = 1; and since m/(s) = m(s) and m/(t) = w,
vin(¢)(A) = Tand (m/(s), m'(t)) € R; so v (I U{A¢,s.t}) = 1; so by
VNo&*, V() (B) = 1. But since t # u, m’(u) = m(u); s0 vy () (B) = 1.
This is impossible; reject the assumption: T ki, By, which is to say,
e I:,\TD( Tk.

(AMn) If Py arises by AMn, then the picture is like this,

s.t
i Ay
k| Ay

where 1 < k, t does not appear in any member of I (in any undischarged
premise or assumption) and is not u, and Py is A,,. Where this rule is
included in NNo, N« includes condition 1. By assumption, I} 5, Ay;
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but by the nature of access, Iy C T U {s.t}; so by L3.1, Ic U {s.t} =i,
A.. Suppose e F&E, Ay; then by VINo*, there is an N« interpretation
(W,N, R, V), such that v, (Ic) = 1 but v, (,,)(A) = 0. By condition n,
there is a w € W such that m(s)Rwj; consider a map m’ like m except
that m’(t) = w, and consider (W, N, R, v),,,; since t does not appear in
T, it remains that v,/ (T} ) = 1; and since m/(s) = m(s) and m/(t) = w,
(m/(s), m’(t)) € R; s0 vy (T U {s.t}) = T; s0 by VIN&*, vy () (A) = 1.
But since t # u, m’(u) = m(u); s0 Vi ()(A) = 1. This is impossible;
reject the assumption: I'c =3, Ay, which is to say, I'c =3, Pk.

(AMp)
(AMo)
(AM7) If Py arises by AMr, then the picture is like this,

i]s.t
jltu

k|su

where 1,j < k and Py is s.u. Where this rule is in NN«, N« in-
cludes condition T. By assumption, I =, s.t and [ K, t.u; but by
the nature of access, It C Ic and I C Ty; so by L3.1, I =i, s.t and
Ne =5, tau. Suppose T F&%, s.u; then by VINa*, there is some N« in-
terpretation (W, N, R, v);, such that v (I) = 1 but (m(s), m(u)) € R;
since vin (Ic) = 1, by VINa&*, (m(s), m(t)) € Rand (m(t), m(u)) € R; and
by condition T, for any (x,y), (y,z) € R, (x,z) € R; so (m(s), m(u)) € R.
This is impossible; reject the assumption: Iy 5, s.u, which is to say,

M 55 Pr.

Forany i, I 5, Ps.

THEOREM 3.2 NNois complete: if T |5, A thenT kg, A.

Suppose ' |5, A; then Ty =5, Ao; we show that Iy i, Ao. Again, this reduces
to the standard notion. For the following, fix on some particular constraint(s)
«. Then definitions of consistency etc. are relative to it.

Con T is consIisTENT iff there is no A such that I' B As and ' Hj, —As.

L3.2 If sis O or appears in T, and T" t4y, —Ps, then I' U{Ps} is consistent.

Suppose s is 0 or appears in " and T" 145, =P but 'U{P} is inconsistent.
Then there is some Ay such that ' U{P¢} K&, At and T U{P¢} K5, —At.
But then we can argue,
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L3.3

Max

Ser

C(I)

L3.4

1| T

2| | P A, D

30 | At from ' U {P,}
41 | A from I' U {P,}
5| —Ps 2-4—1

where the assumption is allowed insofar as s is either 0 or appears in T}
so I' Hiwe —Ps. But this is impossible; reject the assumption: if s is 0 or
introduced in T and T" 145, —Ps, then I' U {P} is consistent.

There is an enumeration of all the subscripted formulas, P; P, ...

Proof by construction as for L2.3 of NKo.

I"is s-MAXIMAL iff for any A either I' K As or I' Hi, —As.

I" is a SCAPEGOAT set iff for every formula of the form (OP A —0OA)s,
if I' K. (OP A —=OA); then there is some t such that I' K}, s.t and
. —At.

NN

For I with unsubscripted formulas and the corresponding Iy, we con-
struct I as follows. Set Qo = Ty. By L3.3, there is an enumeration,
P1,P, ... of all the subscripted formulas; let £y be this enumeration.
Then for the first Ag in £;_1 such that s is 0 or included in Q;_1, let &;
be like €;_1 but without A, and set,

Qi =0 if Qi1 Hiva ~As

Qi = Q49 U{As} ifQi,1 V;No{ —Ag

and
Q; = Q- if A is not of the form (OQ A —OPy)
Q; = Qi+« U{s.t,—P} if A is of the form (0OQ A —OP),
-where t is the first subscript not included in Q;-

then

M= Ui>o Q4

Note that there is always sure to be a subscript t not in Q;- insofar
as there are infinitely many subscripts, and at any stage only finitely
many formulas are added — the only subscripts in the initial Q¢ being
0. Suppose s is introduced in I'’; then there is some Q; in which it is
first introduced; and any formula P; in the original enumeration that
has subscript s is sure to be “considered” for inclusion at a subsequent
stage.

For any s included in I, T is s-maximal.

Suppose s is included in I’ but I is not s-maximal. Then there is some
A such that T 14 As and I 14, —As. For any i, each member of
Qi qisinT;ysoif Qi 1 K, —As then I 5 —Ag; but TV A, —Ag;
so Qi1 K. —As; so since s is included in I, there is a stage in the
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construction that sets Q;- = Q;_1 U{A}; so by construction, As € I";
so I’ K As. This is impossible; reject the assumption: I is s-maximal.

L3.5 If T, is consistent, then each Q; is consistent.

Suppose I is consistent.

Buasis:
Assp:
Show:

@

(iD)

(iii)

Qo =Ty and I is consistent; so Qg is consistent.

For any i,0 <1i <k, Q; is consistent.

Qy is consistent.

Qy is either () Qy_1, or (i) Oy = Qr_1 U{As} or (i) Oy« U
{S.t, _‘Pt}

Suppose Qy is Qx_1. By assumption, Qj_1 is consistent; so Qy
is consistent.

Suppose Qy is Qy- = Qi1 U{A;}. Then by construction, s is
O orin Qg7 and Q1 . —As; so by L3.2, Qx_1 U{A4} is
consistent; so () is consistent.

Suppose Qy is Qy+ U {s.t,~P¢}. In this case, as above, Qy. is
consistent and by construction, (0Q A —0OP)s € Qg-. Suppose
Q) is inconsistent. Then there are A, and —A, such that Q- U
{s.t,7P} K& Au and Q- U {s.t, =P} K. —Awu. So reason as
follows,

1| Q=

2 | (OQ A—0OP); from Q.

3| OQs 2 AE

4| |st A (g, 0D

5 —Py A, ~E)

6 .. from Oy« U {s.t,—P}
7 —Ayu from Qy« U{s.t,—P}
8 Py 5-7—E

9 | OPs 3,4-8 OI

where, by construction, t is not in Q-. So Oy~ Hi. OPs; but
(O0Q A —OP)s € Qg~; so with (AE), Oy« K, —~OPg; so Q- is
inconsistent. This is impossible; reject the assumption: Qy is
consistent.

For any i, ); is consistent.

L3.6 IfTy is consistent, then I is consistent.

Suppose Ty is consistent, but I is not; from the latter, there is some
Ps such that " i Ps and " K, —Ps. Consider derivations D1 and

D2 of

these results, and the premises P; ... P; of these derivations. By

construction, there is an Qj with each of these premises as a member;
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L3.7

so D1 and D2 are derivations from Qy; so Qy is not consistent. But
since T is consistent, by L3.5, Qi is consistent. This is impossible;
reject the assumption: if Iy is consistent then I is consistent.

If Ty is consistent, then I is a scapegoat set.

Suppose I is consistent and I’ Ky, (DQA—OP)s. By L3.6, I is consist-
ent; and by the constraints on subscripts, s is included in I". Since I is
consistent, ['" A —(O0QA—DOP),; so there is a stage in the construction
process where Qi = Qi1 U{(0Q A—0OP)s} and Q; = Qj- U{s.t, =Py}
so by construction, s.t € " and —P¢ € I"; so I K, s.t and T\, —P«.
So I is a scapegoat set.

We construct an interpretation I = (W, N, R, v) based on I as follows.
Let W have a member w; corresponding to each subscript s included
in I". Then set wg € N iff there is some Q such that " 5, OQs; set
R = {<WS)WS> lws € (W—N)} U{<W5)Wt> | Hine S+ and Vi, (p) =1
T R P

Note that wy € N. By a simple derivation, i, OTo; so I’ K, OTo;
so wpy € N.

If T is consistent then for (W, N, R, v) constructed as above, and for any
s included in TV, vy, (A) = 1iff T K, As.

Suppose Iy is consistent and s is included in . By L3.4, I is s-maximal.
By L3.6 and L3.7, " is consistent and a scapegoat set. Now by induction
on the number of operators in Ag,

Buasis: If A has no operators, then it is a parameter p and by construc-
tion, vy (p) = T 7 K, Ps- So v (A) = Tiff 7 K, As.

Assp: For any i, 0 < i < k, if A has 1 operators, then vy, (A) = 1 iff
I i As-

Show: If A has k operators, then vy, (A) = Tiff 7 K, As.
If As has k operators, then it is of the form —Pg, (P D Q)s,
(PAQ)s, (PVQ)s, (P=Q)s, OPs or OPs where P and Q have
< k operators.

(—) As is =Ps. (@) Suppose vy, (A) = 1; then vy, (—P) = 1; so by
TN(E), vw,(P) = 0; so by assumption, " t4,. Ps; so by s-
maximality, I K5, —Ps, where this is to say, I'" 5, As. (i) Sup-
pose I'" Hi. As; then TV BX . —Pg; so by consistency, I t45 Ps;
so by assumption, vy, (P) = 0; so by TN(—), vy, (—P) = 1, where
this is to say, vy, (A) = 1. So vy, (A) = TIff 7 K5, As.

(D) Asis (P D Q)s. () Suppose vy, (A) = 1 but T t4, As; then
Vi (P D Q) = 1 but I A, (P D Q)s. From the latter, by s-
maximality, I K5, —(P D Q)s; from this it follows, by simple
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N
M)
=
@)

©)

derivations, that I K, Ps and I" K, —Qs; so by consistency,
I e Qs; so by assumption, vy, (P) = 1 and v,y (Q) = 0; so by
TN(D), v, (P D Q) = 0. This is impossible; reject the assump-
tion: if vy, (A) = 1 then " K, As.

(i) Suppose " K., As but vy, (A) = 0; then " K, (P D Q)s
but vy, (P D Q) = 0. From the latter, by TN(D), v, (P) =1
and v,,_(Q) = 0; so by assumption, " K, Ps and I 4. Qs;
but since I" K, (P D Q)s and I K\, Ps, by OB), I'" K. Qs.
This is impossible; reject the assumption: if " i, As, then
Vi (A) = 1. So vy, (A) =TI T i, As.

A is OPs. (i) Suppose vy, (A) = 1but IV 4. As; thenv,, (OP) =
1 but I'" 1A, OPs. From the former, by TN(O), ws € N; so
by construction, there is some Q such that I’ K}, 0OQs; from
the latter, by s-maximality, " Kj,, —OPs; so by (AD, I" K.
(O0Q A —OP)s; so, since I’ is a scapegoat set, there is some t
such that " K, s.t and I" K, —P¢; from the first, by con-
struction, (ws,w¢) € R; and from the second, by consistency,
I" e Pt; so by assumption, vy, (P) = 0; but wsRwy; so by
TN(O), v, (OP) = 0. This is impossible; reject the assumption:
ifvi (A) =1, then TV K As.

(i) Suppose I Ki. As but vy, (A) = 0; then I K5, OPs but
Vi, (OP) = 0. From the former, by construction, ws € N;so with
the latter, by TN(O), there is some wy € W such that wsRwy
and v,y (P) = 0; so by assumption, I {45 Pt; but since wsRwy
and wg € N, by construction, I’ i, s.t; so by (OE), I" K, Ps.
This is impossible; reject the assumption: if I’ K, As then
Vi, (A) = 1. So vy, (A) = Tiff " 15, As.

As is OPg. () Suppose v,y (A) = 1but I tA As; thenv,, (OP) =
1 but I 14, OPs; from the latter, by s-maximality, I K, ~<Ps;
so by (MN), I’ Ki. O—Ps; so by construction, ws € N; so, with
the former, by TN(<), there is some w¢ € W such that wsRwy
and vy, (P) = 1; so by assumption, I’ K, P¢; but since wsRwy
and ws € N, by construction, I’ K, s.t; so by (CD), I K, OPs.
This is impossible; reject the assumption: if vy, (A) = 1 then
I Hie As-

(i) Suppose I K. As but vy, (A) = 0; then " K, <Ps but
Vi, (OP) = 0. From the latter, by TN(<), ws € N; so by con-
struction, there is some Q such that I'" K}, 0OQg; from the
former, by (MN), I" K., —0—Ps; so by (AD, " K&, (OQ A

“Natural Derivations for Priest, An Introduction to Non-Classical Logic”, Australasian Journal of Logic (5) 2006, 47-192


http://www.philosophy.unimelb.edu.au/ajl/2006
http://www.philosophy.unimelb.edu.au/ajl/

http://www.philosophy.unimelb.edu.au/ajl/2006 83

—0—P)s; so, since [ is a scapegoat set, there is some t such that
I Hie s-tand I Ky, —Py; from the first, by construction,
(ws,wy) € R; from the second, by (DN), I'" i\, P¢; so by as-
sumption, vy, (P) = T; so since wsRw by TN(), vy, (OP) = 1.
This is impossible; reject the assumption: if v, (A) = 1 then
I o As. S0 Vi, (A) = Tiff Y HE As.

NN

For any AS) st (A) = 1 IE r/ I_I:Noc AS'

L3.9 If I} is consistent, then (W, N,R,v) constructed as above is an N« in-
terpretation.

In each case, we need to show that the interpretation meets the condi-
tion(s) «. Suppose I is consistent.

Q)

()

(o)

(1)

Suppose « includes condition n and wg € W. If wg ¢ N, then by
construction, (Ws,Ws) € R and 1 is satisfied. So suppose ws €
N. Then by construction, there is some Q such that I'" 5, 0Qs;
so by reasoning as follows,

| I
2 | OQ from I
s.t A (g, AMn)
40| Tt T is a tautology
51| OTs 3,4 <1
60T, 3-5 AMn
7 | —O-T, 6 MN
8| (OQA—-O-T); 2,7 NI

I Hiw (O0Q A —O—T)s; but by L3.7, I is a scapegoat set; so
there is a t such that I K, s.t; so by construction, (ws,wy) € R
and n is satisfied.

Suppose « includes condition p and wy, € W. Then by con-
struction, s is a subscript in I'; so by (AMp), I'" K, s.s; so by
construction, (wg, ws) € R and p is satisfied.

Suppose « includes condition ¢ and (wg,wy¢) € R. If wg = wy
then o is satisfied automatically. So suppose ws # wy; then by
construction, I i, s.t; so by (AMo), I" K}, t.s; so by con-
struction, (w¢, ws) € R and o is satisfied.

Suppose « includes condition T and (wg, wy), (We, wy) € R If
Ws = Wt OF Wy = Wy, then T is satisfied automatically. So sup-
pose ws # wy and wy # wy; then by construction, I i, s.t
and " i, tu; so by (AM7), I’ K. s-u; so by construction,
(ws,wy) € Rand 7 is satisfied.

Mar For any wg € W, set m(s) = ws; otherwise m(s) is arbitrary.
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L3.10 IfTy is consistent, then v, () = 1.

Suppose I is consistent and Ay € Ip; then by construction, Ay € I'; so
I Hiwe Ao; so since T is consistent, by L3.8, v, (A) = 1. And similarly
for any Ao € . But m(0) = wp; so vin (Io) = 1.

Main result: Suppose I |5, A but " 1A, A. Then Iy =5, Ao but Iy 1A, Ao. By
(DN), if Ty R A0, then Iy Fie A0; 80 To i, —Ao; SO by L3.2, To U{—Ao}
is consistent; so by L3.9 and L3.10, there is an N« interpretation (W, N, R, v),
constructed as above such that vy, (Io U {=Ag}) = 1; s0 viq(0)(—A) = 1; so
by TN(), vin(0)(A) = 0; so vin(lo) = 1 and vy,(0)(A) = 0; so by VN«*,
To K44, Ao. This is impossible; reject the assumption: if ' 5, A, then T, A.

4 CONDITIONAL LOGICS: Cx (CH. %)

4.1 LANGUAGE / SEMANTIC NOTIONS

LCx The vOCABULARY consists of propositional parameters po,p7 ... with
the operators, —, A\, V, D, =, O, & and >. Each propositional parameter
is a FORMULA; if A and B are formulas, so are —A, (A A B), (A V B),
(A DB), (A =B),0A,< A and (A > B).

ICx Where J is the set of all formulas in the language, an INTERPRETATION
is (W,{Ra | A € J},v) where W is a set of worlds, and v assigns 0 or 1 to
parameters at worlds. The middle term is a sez of access relations: for
any formula A, there is an access relation R4 which says which worlds
are A-accessible from any w. Say fo(w) = {x € W |wRAax}, and [A] =
{w]|vw(A) = 1}. Then, where x is empty or indicates some combination
of the following constraints,

(» fa(w) CI[A]

@ Ifw e [A], thenw € fa (W)

() If[A] # ¢, then fa(w) # ¢

(4) If fa(w) C [B] and fg(w) C [A], then fa(w) = fg(w)

) It fa(w) N [B] # ¢, then fanp(w) C fa(w)

6) If xefa(w)andy € fa(w), thenx =1y

(7) Ifx e [A]l,andy € fa(x), thenx =y
(W,{Ra | A € J},v) is a Cx interpretation when it meets the constraints
from x. System C has none of the extra constraints; C+ is C with con-

straints (1) - (2); CS is C with constraints (1) - (5); Cr is C with constraints
(1) - (5) and (7); Cz is C with constraints (1) - (5) and (6).

TC For complex expressions,

) vw(—A) =Tif v, (A) =0, and 0 otherwise.
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A) vw(AAB)=1ifv,,(A) =1and v,,(B) =1, and 0 otherwise.
) vw(AVB)=1ifv,,(A) =1o0rv,(B) =1, and 0 otherwise.
@) vw(A D B) =1ifv,(A) =0orv,(B) =1, and 0 otherwise.
(=) vw(A =B)=1ifv,(A) =v,(B), and 0 otherwise.

(o v (©A) =1 if some x € W has vx(A) = 1, and 0 otherwise.
(O)y vw(OA) =1ifall x € W have v (A) = 1, and 0 otherwise.
(>) vw(A > B) =1iff all x € W such that wR o x have vy (B) = 1.

For a set T of formulas, v, (T') = 1 iff v,,(A) = 1 for each A € T; then,

VCx T =, A iff there is no Cx interpretation (W,{Rax |A € J},v) and w € W
such that v,,(T") = 1 and v, (A) = 0.

4.2 NATURAL DERIVATIONS: NCx

Derivation systems NCx take over —, D, A, V, =, O and < rules from NKuv.
Thus modal rules are,

Olv T OEv | OPs
Py
Py
) Qu
where t does not appear in any undischarged premise or Q
assumption u

where t does not appear in any undischarged premise or
assumption and is not u

OEv | OP, Olu | Py

P¢ OPs

For >, let there be new subscripted expressions of the sort A, —which intuit-
ively say wsRaw¢. Expressions of this sort do not interact with other formulas
except as follows (and so do not interact with rules of NKv):

> | P B | ~(P>Q)s
Ps /t
Q. Q
(P>Q)s
where t does not appear in any undischarged premise or R
assumption v
Ry

where t does not appear in any undischarged premise or
assumption and is not u

>E| (P> Q) Al Pt
Ps/t _'Qt
Qt "(P > Q)s
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Corresponding to constraints (1) - (7) are AMpi, AMp2, AMs:, AMS2, AMs;3,
AMRS, and two forms of AMDL. For AMRs A4 is an expression of the sort

Qt, Qt/v, Qyv/t or Qi ¢ with a subscript t, and A, is like A ;) except that
some instance(s) of t are replaced by u. And similarly for AMDL.

AMp1 | Py /¢ AMp2 | P, AMsi1 | OPg AMs2 | (P > Q)s
Ps/t (Q > P)S
Py P/t Ps/t
Qu
Qu Qs/t

where t does not appear in any
undischarged premise or assump-
tion and is not u

AMs3 | =(P > —Q); AMRs | P ¢ AMbpL | Py P,
(P/\Q)s/t Ps/u Ps/t Ps/t
Aw A As)
Ps /¢
A A A

In these systems, every subscript is 0, appears in a premise, or appears in the
t-place of an assumption for OIv, CEv, >I, #E or AMs:. Intuitively there are
plus rules, rules for the sphere conception, and rules for the Stalnaker and Lewis
alternatives. NC includes just the rules of NKv plus >I, >E, #I and #E (but,
as below, the latter two are derived). Then,

NC+ has the rules of NC plus AMp:, AMP:

NCS has the rules of NC plus AMP:, AMP2, AMSsi, AMS2, AMS;3

NCr has the rules of NC plus AMp:, AMP2, AMS:, AMSsz, AMs3;, AMDL
NC:z has the rules of NC plus AMp:, AMp2, AMS:, AMsz, AMs3, AMRS

Where I is a set of unsubscripted formulas, let Iy be those same formulas each
with subscript 0. Then,

NCx T k., A iff there is an NCx derivation of Ay from [Y.

Derived rules carry over from NK«. In addition, as first examples, #I and
#E are derived rules in NC, and so in any NCx.
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A #E
Ps/t P I P
2| 7Q P 2 A, ~E)
3 | P>Q) AGD ; A, >D
4| |Q: 1,3 >E
4 A, —F)
51 ] 7Qt 2R
6|—(P>Q)s 3-5 1 from 1,3,4
1 as for #E
6 2R
7 4-6"E
81 | (P>Q)s 3-7>1
9 [~(P>Q)s 1R
10 | Ry 2-9 —E

As final examples, here is a case in NCS using AMSs; and then again in NC2 but
without appeal to AMs; (so that AMS; is not necessary in NCz for the result).
This last case is a bit messy, but should nicely illustrate use of the rules.

A>B,~(A>—C)hyes (AANC)>B A>B,~(A>—-C)h, (AANC)>B

1| (A>B) P 1| (A>B)o P
2| =(A>—-C)o P 2| =(A>—-C)o P
3| [[AAC)on Ag >D) 3| | Aon A g 2 #E)
41 | Ao 2,3 AMs; 40 06
5| | B 1,4 >E 5 | (AAC)o2 A >D
7 (A/\ C)g 6 AMp;
9 (ANC)>Alo  6-8>1
10 jo/3 A, >D
11 As 10 AMp:
12 ——C3 3,10,4 AMRs
13 Cs 12 DN
14 (AANC)3 11,13 Al
15 [A>(AAC) 10-14 >1
16 Ao/2 9,15,5 AMs
17 B, 1,16 >E
8| [[(AANC) > Bl 5-17 >1
19 [ [[AAC) > Blo 2,3-18 #E

The derivation on the left is a simple application of AMSs;. On the right, we go
for the final goal by #E.* The real work is getting A/, so that we can use >E
with (1). And we go for this by getting the conditionals that feed into AMss,
given that we already have (A A C) /5.

4As, given strategies from [12, chapter 6}, we would jump on VE, JE or OE when available.
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4.3 SOUNDNESS AND COMPLETENESS

Preliminaries: Begin with generalized notions of validity. For a model (W,{Ra |
A € J},v), let m be a map from subscripts into W. Say (W,{Ra | A € T}, v)m
is (W,{Ra | A € TJ},v) with map m. Then, where T is a set of expressions of
our language for derivations, v, (I") = 1 iff for each Ag € T, v, (5)(A) = 1,
and for each A, € T, m(t) € fa(m(s)). Now expand notions of validity to
include subscripted formulas, and alternate expressions as indicated in double
brackets.

VCx* T =, As [Ag /4] iff there is no Cx interpretation (W, {Ra |A € T}, v)m
such that vi () = 1 but vy, (5)(A) = 0 [m(t) & fa(m(s))].

NCx* T K., As [Ag 4] iff there is an NCx derivation of Ag [Ag /] from the
members of T

These notions reduce to the standard ones when all the members of I and A
have subscript 0 (and so do not include expressions of the sort Ag/y). This
is obvious for NCx*. In the other case, there is a (W,{Ra | A € J},v), and
w € W that makes all the members of I true and Ay false just in case there s
a world in W that makes the unsubscripted members of I' true and A false. For
the following, cases omitted are like ones worked, and so left to the reader.

THEOREM 4.1 NCxissound: If T' . AthenT =, A.

Lg.x T CT"and T L Ps [Py 4], then T =X Ps [P 4]
Reasoning parallel to that for L2.1 of NKa.

Main result: For each line in a derivation let P; be the expression on line i and
I be the set of all premises and assumptions whose scope includes line i. We
set out to show “generalized” soundness: if I' K. P then I' =% P. Suppose
I' Hie. P. Then there is a derivation of P from premises in I' where P appears
under the scope of the premises alone. By induction on line number of this
derivation, we show that for each line i of this derivation, T} =% P;. The case
when P; = P is the desired result.

Basis: Py is a premise or an assumption Ag [Ag/]. Then I = {Ag} [{Ag /4]
so for any (W,{Ra | A € T}, v)m, vin(l1) = 1 iff vy ()(A) = 1 [m(t) €
fa(m(s))]; so there is no (W,{Ra | A € J},v);n such that v, (T7) = 1 but
Vin(s)(A) =0 [m(t) € fa(m(s))]. So by VCx*, T7 =5 Ag [Ag /], where
this is just to say, I'1 =& Py.

Assp: Foranyi,1 <i<Xk, TS P
Sbow: Fk ':C"; ka.
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®)
oD

Py is either a premise, an assumption, or arises from previous lines by
R, DI, DE, AL, AE, —1, —E, VI, VE, =1, =E, OIv, OEv, ¢Iv, ¢Ev,
>I, >E or, depending on the system, AMp:, AMP2, AMS:, AMSsz, AMSs3,
AMRS or AMDL. If Py is a premise or an assumption, then as in the
basis, I'c =X Pk. So suppose Py arises by one of the rules.

(OFE) If Py arises by DE, then the picture is like this,

(AD
(NE)

i| (ADB)s
i As

k | Bs

where 1, < k and Py is Bs. By assumption, I3 =% (A D B)s and
I =& As; but by the nature of access, I1 C Ic and I C TIy; so by L4.1,
M =X (A D B)s and e =5 As. Suppose I 2. Bs; then by VCx*, there
is some Cx interpretation (W,{Ra | A € J},v)m such that vin (Ty) = 1
but v, (5)(B) = 0; since vin (Ic) = 1, by VCx*, vy, (5)(A D B) = 1 and
Vin(s)(A) = 1; from the former, by TC(D), vy (5)(A) = 0 or vy (5)(B) =
1; 50 Vi (5)(B) = 1. This is impossible; reject the assumption: I'c =5, Bs,
which is to say, I« =&, Px.

(=D If Py arises by —I, then the picture is like this,

—E)

As
i B¢
j —B¢
k| —As

where 1,j < k and Py is ~A;. By assumption, I =5, By and [ =5 —By;
but by the nature of access, It C 'y U{Ag}and I C T U{Ag}; so by
L4.1, e U{Ag} X By and e U{Ag} % —By. Suppose e FE —As;
then by VCx*, there is a Cx interpretation (W,{Ra | A € J},v)m such
that viy (lc) = 1 but vy, (5)(mA) = 0; so by TC(), vin(s)(A) = 1; so
vin(l) = 1 and vy, (5)(A) = 1; so vip (I U{Ag}) = 1; so by VCx*,
Vin(t)(B) = 1 and vy, (1) (—B) = 1; from the latter, by TC(=), v, (1)(B) =
0. This is impossible; reject the assumption: I % —As, which is to
say, Fk }:C*X iPk.
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(VD
(VE)
=D
=E)
(Ov)

(OEv)

©Iv)
(CEv)

If Py arises by Olv, then the picture is like this,

Tt

i Ay

k| DA,
where i < k, t does not appear in any member of I'c (in any undischarged
premise or assumption), and Py is OAs. By assumption, [} =5 Ay
but by the nature of access, It C I'c U{T¢}; so by L4.1, e U{T+} EX
A:. Suppose e % OAg; then by VCx*, there is a Cx interpretation
(W,{Ra | A € TJ},v)mm such that v, (I) = 1 but v, (5)(0A) = 0; so by
TC(O),, there is some w € W such that v,,(A) = 0. Now consider
a map m’ like m except that m’(t) = w, and consider (W,{Ra | A €
J},V)ms; since t does not appear in [y, it remains that v/ (%) = 1;
and, at any world, v,,/(¢)(T) = 1; s0 vy (I U {T¢}) = 1; so by VCx¥,
Vi (t)(A) = 1. But m/(t) = w; so v, (A) = 1. This is impossible; reject
the assumption: I, =% OA,, which is to say, I'c =% P.

If Py arises by OEv, then the picture is like this,

1| DA,

k| A

where i < k and Py is A¢. By assumption, I} =% OAg; but by the
nature of access, 1 C T'; so by L4.1, Ic X OAg. Suppose TNc L Ay
then by VCx*, there is some Cx interpretation (W,{Ra | A € J},v)m
such that v, (li) = 1 but v, (4)(A) = 0; since vin (I) = 1, by VCx*,
Vin(s)(BA) = 1; s0 by TC(O)y, any w has vy, (A) = 15 50 v (1) (A) = 1.
This is impossible; reject the assumption: ¢ =% A¢, which is to say,
Me =& P

If Py arises by OEv, then the picture is like this,

1] OA,
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D

B

where 1,j < k, t does not appear in any member of Iy (in any undis-
charged premise or assumption) and is not u, and Py is By,. By assump-
tion, I =5 OAg and I =% By; but by the nature of access, 7 C I and
I C e U{A¢}; so by Lg.1, T =& OAg and T'c U{A¢} =5 By. Suppose
Me K% Buy; then by VCx*, there is a Cx interpretation (W,{Ra | A €
J},v)m such that vy (T) = 1 but v,;(,,)(B) = 0. Since vin (Ii) = 1, by
VCx*, vin(5)(CA) = 1; so by TC(<C),y, there is some w € W such that
viw(A) = 1. Now consider a map m’ like m except that m’(t) = w,
and consider (W,{Ra | A € J},v),n/; since t does not appear in [, it
remains that v,,/(I) = 1; and since m’(t) = w, vy (¢)(A) = 1; so
v (M U{A¢}) = 15 so by VCx*, vi(y)(B) = 1. But since t # wu,
m’(u) = m(u); so vy () (B) = 1. This is impossible; reject the assump-
tion: ¢ =X By, which is to say, I =5 P.

If Py arises by >I, then the picture is like this,

As/t
il | B,
k| (A > B),

where 1 < k, t does not appear in any member of ¢ (in any undis-
charged premise or assumption), and Py is (A > B)s. By assumption,
Il & By; but by the nature of access, It C e U{Ag 1}; so by L4.1,
Mc U{Ag 1} B Bi. Suppose Ie A% (A > B)s; then by VCx*, there is
a Cx interpretation (W,{Ra | A € J},v);m such that v, () = 1 but
Vin(s)(A > B) = 0; so by TC(>), there is some w € W such that
m(s)Raw but vy, (B) = 0. Now consider a map m’ like m except that
m’(t) =w, and consider (W,{Ra|A € T}, V); since t does not appear in
I, it remains that v,/ (T ) = 1; and since m/(t) = w and m/(s) = m(s),
(m/(s), m'(t)) € Ra;50 v/ (T U{Ag /¢ }) = 1550 by VCX*, vy () (B) = 1.
But m’(t) = w; so vy, (B) = 1. This is impossible; reject the assumption:
e EX (A > B)s, which is to say, I'c =% P.

If Py arises by >E, then the picture is like this,

i] (A >B)s
j As/t

k| B,

where 1,j < k and Py is B¢. By assumption, I} =X (A > B)s and I %
A /t; but by the nature of access, I} C I and I C Ih; so by L4.1, I =%
(A > B)s and e % Ag/¢. Suppose I K By; then by VCx*, there
is some Cx interpretation (W,{Ra | A € J},v)m such that v (Ty) =1
but v, ()(B) = 0; since vin (I) = 1, by VCx*, vy (5)(A > B) = 1 and
(m(s), m(t)) € Ra; from the former, by TC(>), any w € W such that
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m(s)Raw has vy, (B) = 1; s0 vy (1) (B) = 1. This is impossible; reject the
assumption: I'c =% By, which is to say, I =& Px.

(AMpy) If Py arises by AMPi, then the picture is like this,

1] A/t

k| A

where i < k and Py is A;. Where this rule is in NCx, Cx includes
condition (1). By assumption, I} %, A, /¢; but by the nature of access,
I C T so by Lg.1, e S Agjt. Suppose T 5 Ay; then by VCx*,
there is some Cx interpretation (W,{Ra |A € J},v)mm such that v, (Iy) =
1 but v, (1)(A) = 0; since vin (I%) = 1, by VCx*, m(t) € fa(m(s)); so
by condition (1), m(t) € [A]; so v,y (1)(A) = 1. This is impossible; reject
the assumption: I, =% Ay, which is to say, I =% P.

(AMpP2) If Py arises by AMP:, then the picture is like this,
1] Ag
k AL/L

where 1 < k and Py is Ay . Where this rule is in NCx, Cx includes
condition (2). By assumption, I3 =% Ay; but by the nature of access,
I C Iy; so by Lg.1, I X A¢. Suppose I'c % Ayq; then by VCx*,
there is some Cx interpretation (W,{Ra |A € J},v)m such that v, () =
1 but m(t) € fa(m(t)); since vin(I) = 1, by VCx*, vy, () (A) = 1; so
m(t) € [A]; so by condition (2), m(t) € fa(m(t)). This is impossible;
reject the assumption: I =% Ay /¢, which is to say, I'c =5 Py.

(AMsy) If Py arises by AMsy, then the picture is like this,

1| CAs
As/t

j| | Bu
k| By

where 1,j < k, t does not appear in any member of Iy (in any undis-
charged premise or assumption) and is not u, and Py is B,,. Where this
rule is in NCx, Cx includes condition (3). By assumption, I} =5 CA;
and I =% By; but by the nature of access, I} C I'c and I C I U{Ag /1 };
so by L4.1, e B, OAg and T U{A, 1} K Bu. Suppose I F Bu;
then by VCx*, there is a Cx interpretation (W,{Ra | A € J},v)m such
that viy () = 1 but v,y (B) = 0. Since vip(I) = 1, by VCx¥,
Vin(s) (CA) = 1; 50 by TC(<)y,, there is some w € W such that v, (A) =
1; sow € [A] and [A] # ¢; so by condition (3), fa(m(s)) # ¢; so there
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is some x € fa(m(s)). Now consider a map m’ like m except that
m/(t) = x, and consider (W,{Ra | A € J},v),v/; since t does not appear
in Ty, it remains that v,/(I'x) = 1; and since m/(t) = x and m/(s) =
m(s), m/(t) € fa(m/'(s)); so vi(Tk) = 1 and (m/(s), m’(t)) € Ra; so
v (M U{Ag 1)) = 1; so by VCx*, v,y (B) = 1. But since t # wu,
m/(u) = m(u); s0 V() (B) = 1. This is impossible; reject the assump-
tion: ¢ =X By, which is to say, I'c =5 P.

(AMsz) If Py arises by AMS:, then the picture is like this,

h| (A >B),
il (B>A)
j As/t

k| Bs/¢

where h,1,j < k and Py is Bg 1. Where this rule is in NCx, Cx includes
condition (4). By assumption, I'y =% (A > B)s, I1 =& (B > A)s and
I =& As/t; but by the nature of access, I, € T, [T € T and Tj C
M; so by Lg.1, e S (A > B, e =X (B > A)g, and Te =X Ay
Suppose T L Bs/t; then by VCx*, there is some Cx interpretation
(W,{Ra | A € J},v)mm such that v, (Tx) = 1 but m(t) & fg(m(s)); since
Vm(rk) = 1, byVCX*,Vm(S)(A > B) = 17Vm(s)(B > A) = 1; and m(t) S
fa(m(s)). Suppose w € fa(m(s)); then m(s)Raw and since v,,(5)(A >
B) = 1, by TC(>), vw(B) = 1; so w € [B] and, generalizing, we have
that fA(m(s)) C [B]. Suppose w € fg(m(s)); then m(s)Rgw and since
Vin(s)(B > A) =1, by TC(>), viw(A) = 1; so w € [A] and, generalizing,
we have that fg(m(s)) C [Al. So fa(m(s)) C [B] and fg(m(s)) C [Al;
so by condition (4), fa (m(s)) = fg(m(s)); thus since m(t) € fa(m(s)),
m(t) € fg(m(s)). This is impossible; reject the assumption: e =X
B+, which is to say, I =5, Pi.

(AMs;3) If Py arises by AMss, then the picture is like this,

i|—(A>—B),
j (A/\B)s/t

k| A/t

where 1,j < k and Py is A;/.. Where this rule is in NCx, Cx includes
condition (5). By assumption, I} %, —~(A > —B)s and I =% (A AB)g /43
but by the nature of access, I C Ty and I} C T; so by L4.1, T =&
—(A > —B)s, and T % (A A B)g,t. Suppose e FE Ag/y; then
by VCx*, there is some Cx interpretation (W,{Ra | A € J},v)m such
that v, (Ic) = 1 but m(t) ¢ fa(m(s)); since vin(Ic) = 1, by VCx*,
Vin(s)(T(A > —B)) = 1, and m(t) € faag(m(s)). Since v (5 (—(A >
—B)) = 1, by TC(—), Vi (s)(A > —B) = 0; so by TC(>), there is some
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w € W such that m(s)Raw and v,,(—B) = 0; so by TC(—), v (B) =
1; but w € fa(m(s)); so fa(m(s)) N [B] # ¢; so by condition (5),
fang(m(s)) C fa(m(s)); so m(t) € fa(m(s)). This is impossible; reject
the assumption: I =%, A /¢, which is to say, I'c =5, Px.

(AMRS) If Py arises by AMRS, then the picture is like this,

h|Ag/t
1| As/u
i Qw

k| Quy

where h,i,j < k and Py is Q(,,). Suppose Q(y) is some By and Q)
is By. Where this rule is in NCx, Cx includes condition (6). By as-
sumption, 'y =5 Ag/t, It ES Ag/y and T =Y, By; but by the nature
of access, I, € I, I} € T and I C Ty; so by L4.1, e =S Ag iy,
M =S Asju, and T =S By, Suppose I % By; then by VCx*, there is
some Cx interpretation (W,{Ra | A € J},v); such that vy (Ik) = 1
but v, ()(B) = 0; since vin(I) = 1, by VCx*, m(t) € fa(m(s)),
m(u) € fa(m(s)), and vy, (1)(B) = 1. With the first two of these, by
condition (6), m(t) = m(u); s0 Vy;,(,,)(B) = 1. This is impossible; reject
the assumption: I =% By, which is to say, I'c =% Px. And similarly
when Q[t) is Bt/v’ Bv/t’ or Bt/t~

(AMbpL) If Py arises by AMDL, then the picture is like this,

h| A, h| A,
i Agne i Agne
il 9w or i Qs

where h,1,j < k and, in the left-hand case, Py is Q(5). Suppose Qy) is
of the sort By /, and Q) is B /,,. Where this rule is in NCx, Cx includes
condition (7). By assumption, ', =% A, [T =X Ag e and T =5 By s
but by the nature of access, 'y C I, It € I'c and I C TIy; so by Ly4.1,
Ne B As, T B Agyt, and Ty S, By/y,. Suppose I S By then
by VCx*, there is some Cx interpretation (W,{Ra | A € J},v)m such
that vi () = 1 but (m(s), m(v)) & Rg; since vin(lc) = 1, by VCx*,
Vin(s)(A) =1, m(t) € fa(m(s)), and (m(t), m(v)) € Rg. From the first
of these, m(s) € [A]; so by condition (7), m(s) = m(t); so (m(s), m(v)) €
Rg. This is impossible; reject the assumption: I, =% B/, which is to
say, I'c =5, Px. And similarly when Q4 is B¢, By, /¢ or By /1. And similarly
in the right-hand case.

For any i, I =% Pi.
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THEOREM 4.2 NCx is complete: if T =, AthenT H, A.

Suppose T =, A; then Iy =5 Ap; we show that Iy K., Ao. Again, this reduces
to the standard notion. For the following, fix on some particular constraint(s)
x. Then definitions of consistency etc. are relative to it.

ConN

Lg.2

Lg.3

Max

Ser

C(r)

L4.4

I"is cONSISTENT iff there is no A such that I' B}, A and I' K}, —As.

If s is O or appears in T, and T" t4. —Ps, then I U {P} is consistent.

Reasoning parallel to L2.2 for NK«.

There is an enumeration of all the subscripted formulas, P; P, ...

Proof by construction as for L2.3 for NK«.
I"is s-MAXIMAL iff for any A either I' i Ag or ' i, —A,.

I'is a SCAPEGOAT set for O iff for every formula of the form —OAj, if
I' .. ~OAs then there is some t such that ' K. —Ay.

I"is a SCAPEGOAT set for > iff for any formula of the form —(A > B)s,
if I i, 7(A > B)s then there is some t such that I' K., A/ and
I Hie 7Bt.

For " with unsubscripted formulas and the corresponding Iy, we con-
struct I as follows. Set Oy = Iy. By L4.3, there is an enumeration,
P1,P, ... of all the subscripted formulas; let £y be this enumeration.
Then for the first A in €;_7 such that s is 0 or included in Q;_1, let &;
be like €;_1 but without A, and set,

Q; = Q4 i Qi L —A,

Qi = Qi1 U{AG} if Qi1 e, —As

and
Qi = Q- if A is not of the form —OP; or —(P > Q)
Qi = Qi U{—Py} if A is of the form —OP,
Qi = Q- U{Pgt,~Q4} if Ag is of the form —(P > Q)
-where t is the first subscript not included in Q;-
then

M= Ui>o Q4

Note that there is always sure to be a subscript t not in Qj- insofar
as there are infinitely many subscripts, and at any stage only finitely
many formulas are added — the only subscripts in the initial Oy being
0. Suppose s is introduced in I'; then there is some Q; in which it is
first introduced; and any formula P; in the original enumeration that
has subscript s is sure to be “considered” for inclusion at a subsequent
stage.

For any s included in I, T is s-maximal.

Reasoning parallel to L2.4 for NK«.
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L4.5 If Ty is consistent, then each Q; is consistent.

Suppose I is consistent.

Buasis:
Assp:
Show:

@

(iD)

(iii)

iv)

Qg =Ty and Iy is consistent; so Qg is consistent.

For any i,0 <1i < k, Q; is consistent.

Qy is consistent.

Qy is either () Qy_1, (i) Qs = Q1 U{A,}, (ii) Qs+ U{—P} or
(iv) Qs U{Pg ¢, ~Q¢}.

Suppose Qy is Q1. By assumption, Q7 is consistent; so Qj
is consistent.

Suppose Qy is Oy« = Qi1 U{As}. Then by construction, s is
Oorin Qg7 and Qy_1 ., —As; so by Lg.2, Qx_1 U{Ag}is
consistent; so ()i is consistent.

Suppose Qy is Qg+ U{—P¢}. In this case, as above, Qy. is consist-
ent and by construction, 0P € Qy+. Suppose Qy is inconsist-

ent. Then there are A,, and —A,, such that Oy« U{=P¢} K. Au
and Oy~ U {—P} K., —Ay. So reason as follows,

1| Qs

2 Ty A (g, OIv)

3 —Py A(,—E)

4 AL from Q.+ U{—P.}
1 —Ay from Qy« U {=Py}
6 Py 3-§—E

7 | OPs 2-6 OIv

where, by construction, t is not in Qy«. So Oy« . OPs; but
—0OPs € Qyx; 50 Qi+ K., ~OPg; so Oy« is inconsistent. This is
impossible; reject the assumption: Qy is consistent.

Suppose Qy is Qx+ U{Pg,¢,~Q¢}. In this case, as above, Qy, is
consistent and by construction, —(P > Q)s € Qg-. Suppose QO
is inconsistent. Then there are A, and —A, such that Q- U
{Ps/t, Q) Riee Au and Q- U{P ¢, ~Q¢} Hie, ~Awu. So reason
as follows,

I Qk*

2 P/t Ag, >D

s -0 A@-B

4 AL from Q= U{Ps;,~Q4}
5 . from Q-+ U{Ps /¢, ~Q¢}
6| |Q 3-5E

71 (P>Q)s 2-6 >1
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L4.6

Ly4.7

L4.8

where, by construction, t is not in Qy«. So Q- K., (P > Q)g;
but —(P > Q)s € Q+; so Q- K —=(P > Q)s; so Q- is incon-
sistent. This is impossible; reject the assumption: Qy is consist-
ent.

For any i, (); is consistent.

If Iy is consistent, then I/ is consistent.

Reasoning parallel to L2.6 for NK«.

If Ty is consistent, then I is a scapegoat set for O and >.

For O. Suppose I is consistent and " K. —0OPs. By L4.6, I is con-
sistent; and by the constraints on subscripts, s is included in I". Since
I is consistent, I 1. ——0OPs; so there is a stage in the construction
process where Qi = Qi1 U{—~0Ps} and Q; = Qi+ U{—P4}; so by con-
struction, =Py € I; so I i —P¢. So I is a scapegoat set for 0.

For >. Suppose I} is consistent and I’ K., —(P > Q)s. By L4.6, T’
is consistent; and by the constraints on subscripts, s is included in I".
Since I is consistent, " 1A, —(P > Q)s; so there is a stage in the
construction process where Qi = Qi1 U{—=(P > Q)s}and Q; = Q- U
{Ps/t,~Q¢J; so by construction, Ps 1 € " and ~Q € I'; so T i, Ps /¢
and I'" K., —Q¢. So I is a scapegoat set for >.

We construct an interpretation I = (W,{Ra | A € J},v) based on I'"" as
follows. Let W have a member w; corresponding to each subscript s
included in I, except that in Cr, if there is some A such that [" K., Ag
and I" K, A/t then wg = wy, and in Cz, if there is some A such
that " i, Ag /¢ and T Hi., Ay, then wy = wy, (we could do this, in
the usual way, by establishing equivalence classes from members of W).
Then (wg,wy) € Ra iff 7" i Ag /g5 and vy, (p) = Tiff T7 K, ps.

Note that the specification is consistent for Cr and Cz: Say P ) is some
Ps, Ps/v, Py/s 01 Pg /. () Suppose wg = wy and I i, P (5. Since wg =
wy there is some A such that " Hj.; As and I i, Ag/; so by AMDL,
" Kt P(v). And similarly if wg = wi and I i, P(y), then T i, Pys).
(i) Suppose wy = wy, and I K., P (4. Since wy = wy,, there is some A
such that " i, Ag /¢ and I K5, A /y; so by AMRs, I ., P(y,). And
similarly if wy = wy and T" i, Py, then T’ i, Pyy.

If Ty is consistent then for (W,{Ra | A € J},v) constructed as above, and
for any s included in I, v,y (A) = T iff I K, As.

Suppose Iy is consistent and s is included in . By L4.4, " is s-maximal.
By L4.6 and L4.7,T” is consistent and a scapegoat set for 0 and >. Now
by induction on the number of operators in A,
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Buasis:
Assp:

Show:

(2)
N
M)
=
©)

)
)

If A has no operators, then it is a parameter p and by construc-
tion, vy (p) = T " K., Ps. So v (A) = Tiff T7 K. As.

For any i, 0 < 1 < k, if A has i operators, then v, (A) = 1 iff
I As.

If A has k operators, then vy, (A) = Tiff 7 K. As.

If A5 has k operators, then it is of the form —Pg, (P D Q)s,
(PAQ)s, (PVQ)s, (P=Q)s, OPg, OPs or (P > Q) where P and
Q have < k operators.

A is —=Ps. () Suppose vy, (A) = 1; then v,, (—P) = 1; so by
TC(), vw,(P) = 0; so by assumption, I 4. Ps; so by s-
maximality, I’ i —Ps, where this is to say, [" Fi. As. (i) Sup-
pose I i, As; then I . —Pg; so by consistency, I 14 Ps;
so by assumption, v,y (P) = 0; so by TC(—), vy, (—P) = 1, where
this is to say, vy, (A) = 1. So vy (A) =TI " K As.

A is OPs. (i) Suppose vy, (A) = Tbut I 1A Ag; thenv,, (OP) =
1 but I 14 OP;. From the latter, by s-maximality, I'" . —OPg;
so, since I is a scapegoat set for O, there is some t such that
I" K. —Py; so by consistency, I'" 14, Py; so by assumption,
Vi (P) = 0; so by TC(O)y, v, (OP) = 0. This is impossible;
reject the assumption: if vy, (A) =1, then I" K As.

(i) Suppose I" K., As but vy, (A) = 0; then I'" K., OPs but
Vi, (OP) = 0. From the the latter, by TC(O),, there is some
wi € W such that vy, (P) = 0; so by assumption, " (A Py;
but since wy € W, by construction, t appears in ' so by (OEv),
" Hie Pt. This is impossible; reject the assumption: if I . As
then vy, (A) = 1. So vy, (A) = Tiff TV K., As.

Ag is (P > Q)s. Suppose vy, (A) = 1 but I" tA. As; then
Vi (P > Q) = 1 but I" A, (P > Q)s. From the latter, by s-
maximality, I’ K., —(P > Q)s; so, since I is a scapegoat set for
>, there is some t such that I i, P,/ and I i, —Qy; from
the first, by construction, (ws,w¢) € Rp; and from the second,
by consistency, I tA.. Qt; so by assumption, v, (Q) = 0; so by
TC(>), v, (P > Q) = 0. This is impossible; reject the assump-
tion: if vy, (A) =1, then I K}, As.

(i) Suppose " K., As but v,y (A) = 0; then I" K. (P > Q)s
but v,, (P > Q) = 0. From the the latter, by TC(>), there is
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some wy € W such that (wg,w¢) € Rp and v, (Q) = 0; from
the first of these, by construction, I’ K, P/¢; and from the
second, by assumption, I 4. Qq; but by GE), I" K., Q. This
is impossible; reject the assumption: if " K, A thenv,, (A) =
1. So vy, (A) = Tiff " X, As.

For any As, viv (A) = TifE " K., As.

L4.9 IfTy is consistent, then (W,{Ra | A € J},v) constructed as above is a Cx
interpretation.

In each case, we need to show that the interpretation meets the condi-
tion(s) x. Suppose [ is consistent.

69)

()

€)

(4)

If (1) is in Cx, then AMPr is in NCx. Suppose wy € fa (ws); then
(ws,wy) € Ra; so by construction, I K. Ag/t; so by AMpy,
I Hice At; s0by Lg.8, vy (A) = 1550 we € [A] So fa(ws) C [A]

If (2) is in Cx then AMP: is in NCx. Suppose wg € [A]; then
Vw,(A) = 1;s0 by L4.8, " K, Ag; so by AMP2, I Hi Ag/g; s0
by construction, (Ws, ws) € Ra;s0 wg € fa(ws).

If (3) is in Cx then AMst is in NCx. Suppose [A] # ¢ but fa (ws) =
¢. From the former, there is some wy € W such thatv,, (A) = 1;
so by L4.8, I" K., Ag; so by (CIv), I K., CAs. From the lat-
ter, there is no w,, such that wsRawy,; so there is no wy, such
that wsRawy, and v, (B) = 0, and there is no wy, such that
wsRawy, and vy, (—B) = 0; so by TC(>), v (A > B) = 1
and v,y (A > —B) = 1; so by L4.8, I" K. (A > B)s and
I"Er.. (A > —B)s. So reason as follows,

|
2 | OA from I’
3| (A>B)s from I
4| (A>-B); from I
51| Asst A (g, 2 AMs)
6 OA, A, D)
7 By 3,5 >E
8 —By 4,5 >E
9| | ~CA; 6-8—1
10 | ~OAS 2,5-9 AMs:

So I" K. =CAs; and since by L4.6, T’ is consistent, " .
OAs. This is impossible; reject the assumption: if [A] # ¢, then
falws) # .

If (4) is in Cx then AMS: is in NCx. Suppose fa(ws) C [B]
and fg(ws) C [A]l. Then any x € W such that wsRax has
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vx(B) = 1 and any y € W such that wsRgy has vy(A) = 1;
so by TC(>), v, (A > B) = T and vy, (B > A) = 1; so by L4.8,
M (A >B)sand I" K, (B > A)s. Suppose wy € fa(wg);
then by construction, " Ki. Ag/; so by AMs:, " K By,
so by construction, wy € fg(ws). Suppose wy € fg(ws); then
by construction, I K., Bs/; so by AMsz, " i, Ag/¢; so by
construction, wy € T (wg). So fa(ws) = fg(ws).

(5) If (5) is in Cx then AMs; is in NCx. Suppose fa(ws) N [B] # ¢
but faas(wWs) € fa(ws). From the former, there is some wy €
fa(ws) such that vy, (B) = 1; so by TC(—), vy, (—B) = 0; so
by TC(>), vw, (A > —B) = 0; so by TC(—), v (—(A > —B)) =
1; so by L4.8, " K., =(A > —B)s. From the latter, there is
some wy, such that w, € faag(ws) but w,, & fa(ws). From
the first of these, by construction, I" K., (A A B)g/y,; so by
AMs;, T7 Ko, As/u; so by construction, wy, € fa(ws). This
is impossible; reject the assumption: if fa(ws) N [B] # ¢ then
fans(ws) C fa(ws).

(6) Suppose (6) is in Cx, wy € fa(ws) and wy, € fa(ws). Then by
construction, I i Ag /¢ and I Ki A /y,; and by construction,
since we are in C2, wy = wy,.

(7) Suppose (7) is in Cx, ws € [A] and wy € fo(ws). Since wy € [A],
Vi, (A) = 1; so by L4.8, I" K., As; and since wy € fa(ws), by
construction, I . Ag st- So by construction, since we are in
Cr, ws = wy.

Map For any ws € W, set m(s) = wy; otherwise m(s) is arbitrary:.

L4.10 IfTy is consistent, then v, (Tp) = 1.

Reasoning parallel to L2.10 for NK«.

Main result: Suppose I' =, A but I' A A. Then Iy X Ao but Iy 4., Ao.
By (DN), if ro l_T\TCx _‘_‘Ao, then ro h:,kcx Ao; SO ro V;CX _‘_‘Ao; SO by L4.2,
l'o U{—Ap] is consistent; so by L4.9 and L4.10, there is a Cx interpretation
(W,{Ra | A € J},v);m constructed as above such that v, (To U{—Ao}) = T; so
Vin(0)(TA) = 15 50 by TC(—), vin(0)(A) = 0; 50 vin (To) = 1 and v,y (0)(A) = 0;
so by VCx*, Iy F&% Aop. This is impossible; reject the assumption: if I' =, A,
then ' K, A.

§ INTUITIONISTIC LOGIC: IL (CH. 6)

5.1 LANGUAGE / SEMANTIC NOTIONS

LIL The vOoCABULARY consists of propositional parameters po,p7 ... with
the operators, A\, V, —, and 7. Each propositional parameter is a FOR-
MULA; if A and B are formulas, so are (AAB), (AVB), —A, and (A 0 B).
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IIL

TIL

An INTERPRETATION is a triple (W, R,v) where W is a set of worlds, R
is a subset of W2 = W x W, and v is a function such that for any w € W
and p, v, (p) = 1 or viy(p) = 0. For x,y,z € W, an interpretation is
subject to the conditions,

p for all x, xRx reflexivity
T for all x,y, z, if xRy and yRz then xRz transitivity
h for any parameter p, if vi(p) = 1, and xRy, heredity

then vy (p) =1

We think of worlds as representing a state of information at a given
time. v,,(p) = 1 when p is proved at state w. The heredity condition
guarantees that what is proved at one stage remains proved at the next.
Notice that vy, (p) = 0 does not indicate that p is fa/se — but rather that
p isn’t proved.

For complex expressions,

A) vw(AAB) =1ifv,,(A) =1and v,,(B) =1, and 0 otherwise.
) vw(AVB) =1ifv,,(A) =10rv,(B) =1, and 0 otherwise.

(—) vw(—A) = 1 if all x € W such that wRx have v,(A) = 0, and 0
otherwise.

(3O) vw(A O B) = 1ifall x € W such that wRx have either vy (A) = 0
or vx(B) = 1, and 0 otherwise.

For a set T of formulas, v, (T') = 1 iff v,,(A) = 1 for each A € T; then,

VIL

I' 5, A iff there is no IL interpretation (W, R,v) and w € W such that
vw () =1 and vy, (A) = 0.

5.2 NATURAL DERIVATIONS: NIL

Augment the language for intuionistic logic to include expressions with sub-
scripts and expressions of the sort s.t as for NK«, along with a unary operator,
~. Intuitively, ~A indicates that A is not (yet) proven. There is one new rule
for the heredity condition. Otherwise, rules are as in NKpt with ~ like —, and
rules for 7 and — on the analogy of -3 and O—.

R|P, H| P,
s.t
Ps
Py
where P includes no instance of ~
Al P AE | (PAQ). AE | (PAQ).
Qs
Py Qs
(PAQ)s

“Natural Derivations for Priest, An Introduction to Non-Classical Logic”, Australasian Journal of Logic (5) 2006, 47-192


http://www.philosophy.unimelb.edu.au/ajl/2006
http://www.philosophy.unimelb.edu.au/ajl/

http://www.philosophy.unimelb.

VI | Ps

~1 P

Jl s.t

Q
(P3QJs

where t does not appear in any undischarged
premise or assumption

—I s.t

~P,
‘/PS

where t does not appear in any undischarged
premise or assumption

edu

VI

~E

JE

‘/E

.au/ajl/2006

Py

(QVP)s

~P,

(P3Q)s
s.t
Py

Qt

"PS
s.t

~P,

VE | (PV Q)s

AMp

S.S

AMrT | s.t
tu

102

Every subscript is 0, appears in a premise, or appears in the t-place of an ac-
cessible assumption for 71 or —I. Where the members of ' and A are formulas
in the original language for intuitionistic logic (without subscripts and without
~), let let the members of Iy be the formulas in T', each with subscript 0. Then,

NIL Tk, A iff there is an NIL derivation of Ay from the members of I.

As examples, here are instances of the more interesting standard axioms
for intuitionistic logic. Note that our account of a derivation guarantees that
~ is not an operator in any of A, B, or C.

Al gy A (BTA)

1 0.1

2 A]

3 1.2

4 B,

5 Az

6 (B JA);,

7| [AT(B3A)
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A2/, (ADJB)OJ(AD(BOC)I(ADC)

I 0.1

2 iA O B)y

3 1.2

4 (AT (B3C)):

5 23

6 A3

7 1.3

8 Bg

9 (B3C)s
10 3.3

11 Cs

12 (A3JC)

B3| [[AJB3C)3(ADQC)
14| (ADJB)O(AD(B3C)I(ATCNo

A3y, AT (B3O (AAB))

A4y (AAB)TJA

As ,, (AAB)OB

A6 Fy, AT (AVB)

A7 Hy BO(AVB)

A8+, (ADJC)T(BOIC)O((AVB)OC)

I 0.1
2 iA | B)]
3 1.2
5 23
6 fg
7 1.3
8 B3
9 ‘183
10 3.3
1I ~B3
12 NAg
13 ‘/Az
14| |[(A 3 —B) I —Al
15| ((AJB)J[(A3—B)d—Al)

103

A, D

A (g, 3D

A (g, 1D

3,5 AMt
2,7,6 JE
4,5,6 JE
AMp
9,10,8 JE
s-11 11
3-12 11
1-13 11

A, 1D

A, D

A (gy _’I)
A (¢, ~I)

3,5 AMt
2,7,6 JE
4,5,6 JE
AMp
9,10 —E
6-11 ~1
5-12 —1
3-13 11
1-14 11
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Aro H,, —A J (A O B)

1| 0.1 A (g, D)
2 —/A]

3 1.2 A, 3D
4 | Az

5 ~B, A (Ey '\‘E)
6 Az 4 R

7 ~Az 2,3 —E
8 B, 5-7~E

9| | (AOB), 3-8 11
10 | [=A O (A O B)lo 1-9 J1

A system with these axioms and MP (which we already have by AMp with JE)
turns into classical logic if Aro is replaced by double negation, ——A 1 A. But
we cannot prove ——A T A (or at least we cannot if our derivation system is
sound).

5.3 SOUNDNESS AND COMPLETENESS

Preliminaries: Begin with generalized notions of validity to include expressions
with subscripts and operator ‘~’. First, as a supplement to TIL,

TIL () vw(~A) =1ifvy,(A) =0, and 0 otherwise.

For a model (W,R,v), let m be a map from subscripts into W. Say (W, R, v)m
is (W, R, v) with map m. Then, where I" is a set of expressions of our language
for derivations, vy, (I') = 1 iff for each Ag € T', vy, (5)(A) = 1, and for each s.t €
I, (m(s), m(t)) € R. Now expand notions of validity to include subscripted
formulas, and alternate expressions as indicated in double brackets.

VIL* T' 5 Ag [s.t] iff there is no IL interpretation (W,R,v);, such that
vin(T) =1 but v, (5 (A) =0 [(m(s), m(t)) &R].

NIL* T'H, As [s.t] iff there is an NIL derivation of Ag [s.t] from the mem-
bers of T.

These notions reduce to the standard ones when all the members of I' and A
have subscript 0 (and so do not include expressions of the sort s.t) and do not
include ‘~’. For the following, cases omitted are like ones worked, and so left
to the reader.

THEOREM 5.1 NIL 7s sound: If T = AthenT |5 A.

Ls.x T CTMandT & Ps [s.t], then T’ 5 P [s.t].
Reasoning parallel to that for L2.1 of NK«.
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Main result: For each line in a derivation let P; be the expression on line i and
I be the set of all premises and assumptions whose scope includes line i. We
set out to show “generalized” soundness: if I' =, P then T |57 P. As above, this
reduces to the standard result when P and all the members of I" are formulas
with subscript 0 and do not include ~’. Suppose I' Ki; P. Then there is a
derivation of P from premises in I' where P appears under the scope of the
premises alone. By induction on line number of this derivation, we show that
for each line i of this derivation, I} 5" P;. The case when P; = P is the desired
result.

Basis: Py is a premise or an assumption A [s.t]. Then 't = {Ag} [{s.t}]; so for
any (W,R,v)m, vin(T1) = T iff vy, (5(A) = T [(m(s), m(t)) € R]; so there
is no (W, R, v), such that v, (T7) = 1 but v, (5 (A) =0 [(m(s), m(t)) &
R]. So by VIL*, Ty 5 A [s.t], where this is just to say, ' =7 P1.

Assp: Foranyi,1 <i<Xk,Tk= Pi.
Show: Ty 55 Px.

Py is either a premise, an assumption, or arises from previous lines by
R, AL, AE, VI, VE, ~I, ~E, —I, —E, JI, JE, AMp, AMt or H. If Py is
a premise or an assumption, then as in the basis, I« =7 Px. So suppose
Py arises by one of the rules.

R)
(A\D
(AE)
(VD
(VE)
(~D) If Py arises by ~I, then the picture is like this,

As
il | B,
i| |~Bt
k| ~As

where 1,j < k and Py is ~A;. By assumption, I} =7 By and [ =/
~B¢; but by the nature of access, I1 C Iy U{As} and Ij C T U {Ag);
so by Ls.1, Ik U{As} = B¢ and Ik U{A,} = ~B¢. Suppose TNc F4f
~As; then by VIL*, there is an IL interpretation (W, R, v), such that
vin (M) = 1but vy, (5)(~A) = 0; s0 by TIL(~), vin(5)(A) = 1550 vin (T) =
1 and v (5)(A) = 1; s0 vin (T U{Ag}) = 15 so by VIL*, vy, (11(B) =1
and vy, () (~B) = 1; from the latter, by TIL(~), v,y (1)(B) = 0. This is
impossible; reject the assumption: I ;' ~A, which is to say, ¢ =7 Px.
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B

(—I) If Py arises by —I, then the picture is like this,

(—E)

@D

s.t

1] | ~Ag
k —/AS

where 1 < k, t does not appear in any member of I (in any undischarged
premise or assumption), and Py is —A;. By assumption, I ' ~Ay;
but by the nature of access, Iy C T U {s.t}; so by Ls.1, I'c U {s.t} =/
~At. Suppose I'c 47 —Ag; then by VIL*, there is an IL interpretation
(W, R, V) such that v, (I) = 1 but v, (5)(—A) = 0; so by TIL(—),
there is some w € W such that m(s)Rw and v,,,(A) = 1. Now consider a
map m’ like m except that m’(t) = w, and consider (W, R, v)/; since t
does not appear in Iy, it remains that v,,/(Tc) = 1; and since m/(t) = w
and m/(s) = m(s), (m/(s), m'(t)) € R;so vy (NcU{s.t}) = 1; so by VIL*
Vi (1) (~A) = 1; 50 by TIL(~), vy (A) = 0. But m/(t) = w; so v, (A) = 0.
This is impossible; reject the assumption: 'y |57 —Ag, which is to say,
N 5 Pr.

If Py arises by —E, then the picture is like this,

1| —As

jls.t
k| ~A,

where i,j < k and Py is ~A(. By assumption, [} = —As and [ |5/ s.t;
but by the nature of access, I1 C I and I C T; so by Ls.1, I = —As
and e & s.t. Suppose e AF ~Ay; then by VIL*, there is some IL
interpretation (W, R, V), such that v, (I) = 1 but vy () (~A) = 0; so
by TIL(~), Vin()(A) = 1. Since vin (Tx) = 1, by VIL*, v () (—=A) =1
and (m(s), m(t)) € R; from the first of these, by TIL(—), any w such
that m(s)Rw has vy, (A) = 0; 50 vy, (1) (A) = 0. This is impossible; reject
the assumption: I'c = Ay, which is to say, ¢ =7 Px.

If Py arises by 11, then the picture is like this,

s.t
At
i| | By
k| (AJB)s

where 1 < k, t does not appear in any member of I (in any undischarged
premise or assumption), and Py is (A 3 B)s. By assumption, [}
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@B
(AMp)
(AM7)

By; but by the nature of access, [T C T U {s.t,A¢}; so by Ls.1, I, U
{s.t,A¢} =i Bt. Suppose I« 47 (A 3 B)s; then by VIL*, there is an IL
interpretation (W, R,v) such that v, (I) = 1 but v, () (A O B) = 0;
so by TIL(D), there is some w € W such that m(s)Rw with v, (A) = 1
and v,,(B) = 0. Now consider a map m’ like m except that m’(t) = w,
and consider (W, R, v)/; since t does not appear in T, it remains that
v (M) = 1; since m’(t) = w and m'(s) = m(s), vy (1)(A) = 1 and
(m/(s), m'(t)) € R; s0 vy (M U{s.t, A}) = 1550 by VIL*, vy (B) = 1.
But m’(t) = w; so vy, (B) = 1. This is impossible; reject the assumption:
M« ¢ (A O B)s, which is to say, I« = Pk.

If Py arises by AMr, then the picture is like this,

i]s.t
jltu

k|su

where 1,j < k and Py is s.u. By assumption, [} = s.t and [ ' t.y;
but by the nature of access, [T C I and [ C Ty; so by Ls.1, I = s.t
and I = t.u. Suppose T« K4 s.u; then by VIL*, there is some IL
interpretation (W, R,v)y, such that vy (I'c) = 1 but (m(s), m(u)) & R;
since vin (Tc) = 1, by VIL*, (m(s), m(t)) € R and (m(t), m(u)) € R;
but IL includes condition T; so for any (x,y), (y,z) € R, (x,z) € R; so
(m(s), m(u)) € R. This is impossible; reject the assumption: I =/ s.u,
which is to say, I'c = P.

If Py arises by H, then the picture is like this,

1] As
j|s.t

k| A

where 1,j < k, A has no instance of *~’ and Py is A¢. By assumption,
I = As and T |57 s.t; but by the nature of access, 7 C I and I C
e; so by Ls.1, I'c =f As and I =7 s.t. Suppose Ic 4" Ay; then by
VIL*, there is some IL interpretation (W,R,v)m such that vy, (k) =
1 but v, (1)(A) = 05 since vin(T) = 1, by VIL*, v, (5)(A) = 1 and
(m(s), m(t)) € R.

Now, by induction on the number of operators in A, we show that for
A without ~, if v (A) = 1 and xRy, then v (A) = 1. Suppose xRy.

Buasis: Suppose A is a parameter p and vy (A) = 1; then vy (p) = 1; so by
condition h, vy (p) = 1350 vy (A) = 1.
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Assp:

Show:

N

V)

(=)

(@)

For 0 < i < k, if A has 1 operators and v« (A) = 1, then vy (A) =
1.

If A has k operators and vy (A) = 1, then vy (A) = 1.

If A has k operators and no instance of ‘~’ then it is of the form,
PAQ,PVQ,—P,or P 1 Q,where P and Q have < k operators.

Suppose A is P A Q and v« (A) = 1; then v, (P A Q) = 1; so by
TIL(N), v« (P) = 1 and v«(Q) = T1; so by assumption, vy (P) =1
and vy (Q) = 1; so by TIL(N), vy (PA Q) =T;s0 vy(A) = 1.

Suppose A is PV Q and v« (A) = 1; then v« (P V Q) = 1; so by
TIL(V), v« (P) = 1 or v« (Q) = 1; so by assumption, v, (P) =1 or
vy (Q) = 1550 by TIL(V), vy (PV Q) = T; s0 vy (A) = 1.

Suppose A is —P and vy (A) = 1 but vy (A) = 0; then vy (—P) =1
but v, (—P) = 0. From the former, by TIL(—), any w such that
xRw has v,,(P) = 0. From the latter, by TIL(—), there is some
z € W such that yRz and v,(P) = 1. But xRy and yRz so by T,
xRz; so v2(P) = 0. This is impossible; reject the assumption: if
Vx(A) =1, thenvy(A) =1.

Suppose A is P 7 Q and v« (A) = 1 but vy (A) = 0; then v« (P 3
Q) = 1 but vy(P I Q) = 0. From the former, by TIL(D), any
w such that xRw has v,,,(P) = 0 or v,(Q) = 1. From the latter,
by TIL(D), there is some z € W such that yRz where v,(P) =1
and v;(Q) = 0. But xRy and yRz so by T, xRz; so v,(P) = 0 or
v2(Q) = 1. This is impossible; reject the assumption: if vy (A) =
1, then vy (A) = 1.

For any such A, if v, (A) =1, then vy (A) = 1.

So, returning to the case for (H), v, ()(A) = 1. This is impossible;
reject the assumption: ¢ = A, which is to say, I« = Px.

Foranyi, Ii = Ps.

THEOREM 5.2 NIL is complete: if T' |5, AthenT bk A.

Suppose I' |5, A; then Iy = Ap; we show that Iy Ky Ag. Again, this reduces
to the standard notion.

Con T is cons1sTENT iff there is no Ag such that I' |, Ag and I' B, ~As.

Ls.2 If sis O or appears in T, and T" 145, ~Pg, then " U{Ps} is consistent.

Suppose s is 0 or appears in I and I b4, ~Ps but ' U {P;} is inconsistent.
Then there is some Ay such that ' U{P¢} K5, A and T'U{Ps} K5, ~Ax.
But then we can argue,
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Ls.3

Max

Ser

C(r)

Ls.4

1| r

2| | P A, ~D

3] | A from I' U{P}
~A¢ from I' U {P,}

5| ~Ps 2-4 ~1

where the assumption is allowed insofar as s is either 0 or appears in T}
so I' K, ~Ps. But this is impossible; reject the assumption: if s is 0 or
introduced in T and " 145, ~Ps, then I U {P} is consistent.

There is an enumeration of all the subscripted formulas, P; P, ...

Proof by construction as for L2.3 of NKo.
I"is s-MAXIMAL iff for any A either I' K, Ag or I' =y ~As.

I"is a SCAPEGOAT set for — iff for every formula of the form ~—Ag, if
I' B3, ~—As then there is some t such that 'K}, s.tand I' K, Ay.

I"is a SCAPEGOAT set for T iff for every formula of the form ~(A 1 B)s,
if T K5, ~(A O B)s then there is some t such that I' K s.t, ' K3, Ay
and I' ;, ~B+.

For " with unsubscripted formulas and the corresponding Iy, we con-
struct I as follows. Set Qop = Ty. By Ljs.3, there is an enumeration,
P1,P, ... of all the subscripted formulas; let £y be this enumeration.
Then for the first Ag in €;_1 such that s is 0 or included in Q;_1, let &;
be like £;_1 but without A, and set,

Qi =0, if Qi ~As
Qi = Qi1 U{AG} if Qq V:IL ~As
and
Q; = Q- if A is not of the form ~—Pg or ~(P 3
QJs
Q; = Q- U{s.t, Py} if A is of the form ~—Pg
Q; = Qi U{s.t,P,~Qy} if A is of the form ~(P 3 Q)
-where t is the first subscript not included in Q;-
then

M= Ui>o Q4

Note that there is always sure to be a subscript t not in Q;- insofar
as there are infinitely many subscripts, and at any stage only finitely
many formulas are added — the only subscripts in the initial Oy being
0. Suppose s is introduced in I'’; then there is some Q; in which it is
first introduced; and any formula P; in the original enumeration that
has subscript s is sure to be “considered” for inclusion at a subsequent
stage.

For any s included in I, T is s-maximal.

“Natural Derivations for Priest, An Introduction to Non-Classical Logic”, Australasian Journal of Logic (5) 2006, 47-192


http://www.philosophy.unimelb.edu.au/ajl/2006
http://www.philosophy.unimelb.edu.au/ajl/

http://www.philosophy.unimelb.edu.au/ajl/2006 110

Ls.s

Suppose s is included in I’ but I is not s-maximal. Then there is some
A such that I 14, Ag and I" t4;, ~As. For any i, each member of
Qi 1isin T’y so if Qi1 K, ~As then IV K5, ~Ag; but I7 B ~Ag;
so Qi1 A ~As; so since s is included in I, there is a stage in the
construction that sets Q- = Q;_1 U{As}; so by construction, A € I";
so I i As. This is impossible; reject the assumption: I is s-maximal.

If Iy is consistent, then each Q; is consistent.

Suppose I is consistent.

Buasis:
Assp:
Show:

(iD)

(iii)

iv)

Qg =Ty and Ty is consistent; so Qg is consistent.

For any i,0 <1i <k, Q; is consistent.

Qy is consistent.

Qy is either (1) Qy_1, or (i1) Qy+ = Qy_1U{A}, (i) Oy U{s.t, Py}
or (iv) Q. U{s.t,P¢,~Q¢ ).

Suppose Oy is Q1. By assumption, Qy_; is consistent; so Qj
is consistent.

Suppose Qy is Q- = Qx_1 U{Ag}. Then by construction, s
is 0 orin Qg1 and Qy_1 A, ~As; so by Ls.2, Q1 U{Ag}is
consistent; so (Q is consistent.

Suppose Qy is Q- U{s.t, P}. In this case, as above, Qy. is con-
sistent and by construction, ~—P; € Qy-. Suppose Qy is incon-

sistent. Then there are A,, and ~A,, such that Q- U{s.t, P¢} K3
Ay and Q- U{s.t, P} HE ~Ay. So reason as follows,

I Qk*

2| | st A (g, —D

3 Py A, ~D

4 . from Oy« U {s.t, P}
5 ~Ay from Oy« U{s.t, P}
6| | ~Py 3-5~1

7| —Ps 2-6 —1

where, by construction, t is not in Qy-. So Q- K, —Ps; but
~—Ps € Qy+; 80 Qi+ B ~—Ps; so Qy+ is inconsistent. This is
impossible; reject the assumption: Qy is consistent.

Suppose Qy is Qg+ U {s.t,P¢,~Q¢}. In this case, as above, Q.
is consistent and by construction, ~(P J Q)s € Qg-~. Suppose
Qy is inconsistent. Then there are A, and ~A, such that Q- U
{s.t,Pt,~Q¢} Ky Ay and Oy« U{s.t, P, ~Q¢} K, ~Ay. So reason
as follows,
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Ls.6

Ls.7

1| Qs

2 s.t A (g, aD

3 ft

4 ~Q¢ A, ~E)

5 Au from Q.+ U{s.t,P,~Q¢}
6 ~Au from Oy« U{s.t,P,~Q¢}
71 ] Q¢ 4-6~E

8| (P31Q) 2-7 11

where, by construction, t is not in Q. So Q- K, (P I Q)s;
but~(P 3 Q)s € Qy+;50 Qi+ B ~(P 3 Q)s; s0 Qy+ is inconsist-
ent. This is impossible; reject the assumption: Qy is consistent.

For any i, Q); is consistent.

If Iy is consistent, then I is consistent.

Reasoning parallel to L2.6 for NK«.

If Ty is consistent, then I is a scapegoat set for — and 1.

For —. Suppose I} is consistent and I’ Kf;, ~—Ps. By Ls.6, I is con-
sistent; and by the constraints on subscripts, s is included in I". Since
I is consistent, [" {4, ~~—Ps; so there is a stage in the construction
process where Qi = Qi1 U{~—Ps} and Qi = Qi U {s.t,P}; so by
construction, s.t € " and Py € T';s0 " K, s.tand I K, Pt. So T is a
scapegoat set for —.

For . Suppose T} is consistent and I’ K, ~(P O Q)s. By Ls.6, I’
is consistent; and by the constraints on subscripts, s is included in I".
Since T is consistent, " 1A, ~~(P 3 Q)s; so there is a stage in the
construction process where Qi = Qi1 U{~(P 3 Q)s}and Q; = Q- U
{s.t, Pt,~Q¢J; so by construction, s.t € ", Py € I" and ~Q¢ € I’ so
MR st TRy Prand I K ~Qy. So I is a scapegoat set for J.

We construct an interpretation I = (W, R,v) based on I as follows. Let
W have a member wy corresponding to each subscript s included in I".
Then set (ws,w¢) € Riff 7 1, s.t, and vy, (p) = Tiff TV B3, ps.

If Ty is consistent then for (W, R,v) constructed as above, and for any s
included in I, vy, (A) = Tiff " K, As.

Suppose Iy is consistent and s is included in . By L5.4, I is s-maximal.
By Ls5.6 and Ls.7, T is consistent and a scapegoat set for — and 7. Now
by induction on the number of operators in A,

Buasis: If A has no operators, then it is a parameter ps and by construc-
tion, vy, (p) = Tiff " K, ps. So vy (A) =TTV B, As.
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Assp:

Show:

N
V)
()
(=)

For any i, 0 < i < k, if A has 1 operators, then v, (A) = 1 iff
I As.

If A has k operators, then v,y (A) = Tiff I K, As.

If A has k operators, then it is of the form ~Pg, (P A Q)s, (P V
Q)s, (P 1 Q)s, or =P, where P and Q have < k operators.

As is ~Ps. (i) Suppose v,y (A) = 1; then v,, (~P) = 1; so by
TIL(~), vw (P) = 0; so by assumption, I 1A Ps; so by s-
maximality, " K3, ~Ps, where this is to say, I" K, As. (i) Sup-
pose I" 5 As; then I B ~Ps; so by consistency, I 4y, Ps; so
by assumption, v,y (P) = 0; so by TIL(~), v, (~P) = 1, where
this is to say, vy, (A) = 1. So vy, (A) = Tiff 7 K, As.

A is —Ps. (i) Suppose vy, (A) = Tbut I 1A, Ag; thenvy, (—P) =
1 but " 4, —Ps. From the latter, by s-maximality, " K},
~—Ps; so, since I is a scapegoat set for —, there is some t such
that " K5, s.t and " K, Py; from the first, by construction,
(ws,wy) € R; and from the second, by assumption, v,y (P) = T;
so by TIL(—), v\, (—P) = 0. This is impossible; reject the as-
sumption: if v, (A) =1, then I" K, As.

@) Suppose I" K5, As but vy, (A) = 0; then I'" K, —Ps but
Vi, (—P) = 0. From the latter, by TIL(—), there is some wy €
W such that wsRwy and vy, (P) = 1; so by assumption, I 5, Py;
but since wsRwy, by construction, I’ K s.t; so by (—E), " K&,
~Py; so by consistency, I'" 4 P¢. This is impossible; reject the
assumption: if " K, Ag then v,y (A) = 1. So vy, (A) = T iff
MR A

For any Ag, vy (A) = TIff T i, As.

Ls.9 If I is consistent, then (W,R,v) constructed as above is an IL inter-
pretation.

For this, we need to show that the interpretation meets the p, Tand h
conditions.

()

(1)

Suppose ws € W. Then by construction, s is a subscript in ; so
by (AMp), I'" K, s.s; so by construction, (ws, ws) € R and p is
satisfied.
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() Suppose vy, (p) = 1 and wsRwy. Then by construction, I’ K
ps and 7 Ki s.t; so by (H), I" K pe; so by construction,
th (p) = ]'

Map For any ws € W, set m(s) = wy; otherwise m(s) is arbitrary.

Ls.1o IfTy is consistent, then v () = 1.

Reasoning parallel to L2.10 for NK«.

Main result: Suppose I' =, A but ' 4, A. Then Iy 57 Ap but Iy 45, Ap. Bya
simple derivation, if [y Hj; ~~Ao, then Ty K Aop; so Iy Ay ~~Aop; so by Ls.2,
To U {~Ap} is consistent; so by Ls.9 and Ls.10, there is an IL interpretation
(W, R, V) constructed as above such that v, (To U{~Ag}) = 1550 vy (o) (~A) =
1; so by TIL(~), vin(0)(A) = 0; 50 vin (Io) = 1 and vy, (0)(A) = 0; so by VIL*,
lo ¥ Ao. This is impossible; reject the assumption: if I' 5, A, then T H; A.

6 MANY-VALUED LOGICS: Mx (CH. 7,8)

This section develops derivations for the systems for which Priest supplies
tableaux in his text: (classical logic), K3, LP and FDE. Thus there are no de-
rivations for his semantically described L; and RM3.

6.1 LANGUAGE / SEMANTIC NOTIONS

LMx The LANGUAGE consists of propositional parameters po,p1 ... with the
operators, —, /\, V, and D. Each propositional parameter is a FORMULA;
if A and B are formulas, so are —A, (AAB), (AVB),and (A DB). A=B
abbreviates (A D B) A (B D A).

IMx An INTERPRETATION is a function v which assigns to each proposi-
tional parameter some subset of {0,1}; so v(p) is ¢, {1}, {0} or {1,0}.
Intuitively, v(p) is true iff 1 € v(p) and v(p) is false iff 0 € v(p). Where
x is empty or includes some combination of the following constraints,
exc for no p are both 0 € v(p) and 1 € v(p) exclusion
exh for any p, either 1 € v(p) or 0 € v(p) exhaustion
v is an Mx interpretation when it meets the constraints from x. McL

has both exc and exh, MK; just exc, MLP just exh, and MFD neither exc nor
exh (these are classical logic, and Priest’s K3, LP and FDE).

TM For complex expressions,

(=) 1ev(—A)iff0ev(A);0ev(—A)iff T € v(A).

AN 1ev(AAB)iff 1ev(A)and 1 € v(B);0 € v(AAB)iff 0 € v(A) or
0 €v(B).
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V) 1ev(AVB)iff 1ev(A)or1 €v(B);0 e v(AVB)iff 0 € v(A) and
0 € v(B).

®) 1ev(ADB)iff0ev(A)or1 €v(B);0ev(ADB)iff 1 € v(A)
and 0 € v(B).

For a set T" of formulas, 1 € v(T') iff 1 € v(A) for each A € T; then,

VMx T kK, A iff there is no Mx interpretation v such that 1 € v(I') but
1&v(A).

This account is adequate to the (superficially) different presentations in these
chapters of Priest. For the multivalued approach: classical logic has values
{0}, {1}, with {1} designated; K3 has ¢, {0}, {1}, with {1} designated; LP has {0},
{1}, {0, 1}, with {1} and {0, 1} designated; and FDE has ¢, {0}, {1}, {0, 1}, with
{1} and {0, 1} designated. For the relational approach, we identify the relation
as set membership. And a v as above maps to a Routley interpretation with
vw(p) = 1iff 1 € v(p), and vy« (p) = 0 iff 0 € v(p).> Then, in each case,
conditions for truth and validity are as above.

6.2 NATURAL DERIVATIONS: NMx

Introduce expressions of the sort A and A. Intuitively A indicates that A is
not false. Let \A\ and /A/ represent either A or A where what is represented
is constant in a given context, but \A\ and /A/ are opposite. And similarly for
/A and NAN, though there need be no fixed relation between overlines on
\A\ and VAN, Except for a pair of new rules corresponding to conditions exc
and exh, derivation rules mirror ones for classical logic. (=I) and (=E) are now
derived.

D|P ulp
P P
R|/p/ =l |/ps —E| | /—P/
i V2eY 2eY
A—Q\ A\—Q\
\—P\ \P\
Al'| 7P/ AE | /PAQ/ AE | /PAQ/
/Q/
/P/ /Q/
/PAQ/

SFor this, see {4, sections 8.5.8, 8.7.17 and 8.7.18] along with L6.0 below.
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VI | /P/ VI | /P/ VE | /PVQ/
/P/
/PVQ/ /QV P/ B
IR/
Dl /P/ DE[\PDQ\
/P/ |/Q/
\Q\
\P 5O Q\ Q@ IRY
/R
=l /P/ =E|\P=Q\ =E |\P=Q\
/P/ /Q/
\Q\
Q \Q\ \P\
/Q/
\P\
\P=Q\

NMcL has all the rules. NMk; has the I- and E-rules for —, A, V, D with (R)
and (D) (for truth down). NMLP has the I- and E-rules for —, A, V, D with (R)
and (U) (for truth up). NMFD has just the I- and E-rules for —, A, V, D with
(R). Where the members of ' and A are expressions without overlines,

NMx Tk, A iff there is an NMx derivation of A from the members of T

Two-way derived rules carry over from CL with consistent overlines. Thus,
eg,

Impl  /PD>Q/ <> /—PVQ/
/~P>Q/ av /PVQ/

MT, NB and DS appear in the forms,

MT | /P> Q/ NB|/P=qQ/ /P=Q/ DS |/PV Q/ /PVQ/
\—Q\ \—P\ \—Q\ \—P\ \—Q\
/=P/ /=Q/ /=P/ /Q/ /P/

As examples, here are derivations, cast to show the general forms, for MT
and the second form of DS.
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/P D Q/\=Q\ Fypey P/

1|/PDQ/ P

2 | \—Q\ P

3 \P\ A, D
41 17Q/ 1,3 DE
51 [ \VQN 2R

6| /—P/ 3-5 1

116

/PV Q/ N\ QN by /P

1| /PVQ/ P

2 | \—Q\ P

3 /P/ A (g, 1VE)
4 /P/ 3R

/Q/ A (g, 1VE)

6 \—P\ A (,~E)

7 Q/ 5R

8 \—Q\ 2R

9| |/P/ 6-8 —E
10 | /P/ 1,3-4,5-9 VE

And for some particular results requiring (D) and (U), here are demonstrations
of standard rule and axioms for classical logic, making use of the full rule set

(see, e.g. [12, chapter 3)).
MP A,ADBh,, B

1| A
ADB

[N

1| A

2 B

3 A

4 BDA
s|AD(BDA)

A2 Hyu, AD(BDC)IDIADB)D(ADC)

I AD(BDC(C)

2 ADB

3 A

4 ADB

5 B

6 AD(BDC(C)
7 B> C

8 B

9 C

10 ADC

I (ADB)D(ADC)
2|[ADMBDC)DIADB)D(ADC)

1D
2,3 DE

A (g, oD
A (g, oD

11U
2-3 DI
1-4 DI

A (g, oD
A (g, oD
A (g, oD

2 U
3,4 DE
1U
3,6 DE
sD
7,8 OE
3-9 DI
2-10 DI
1-11 DI
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A3 Fumge, (FADB) D [(FADB) D A]

I —AD-B A (g, DD
2 —ADB A (g, DD
3 —A A, —E)
4 3U

5 2,4 DE
6 1,4 DE
7 6U

8 A 3-7—E
9 (FADB)DA 2-8 DI
10| (FAD-B)D[(—ADB)DA] 1-9 DI

Of course, there is not much point going back-and-forth between overline and
non-overline expressions in the full classical system. But these examples should
illustrate the rules. And overlines matter for the other systems.

63 SOUNDNESS AND COMPLETENESS

Preliminaries: Begin with generalized notions of truth and validity to include
expressions with overlines. First, holding as a generalization of TM. Say /A/
holds iff h(A) = 1 and otherwise fazls. As usual, for the following, cases omitted
are like ones worked, and so left to the reader.

HM (B) h(p) =1iff 1 € v(p), and otherwise h(p) = 0; h(p) = 1iff 0 &€ v(p),
and otherwise h(p) = 0.
(—) h(/—A/) =Tiff h(AA\) = 0, and otherwise h(/—A/) = 0.
N) h(/AAB/) = 1iff h(/A/) = 1 and h(/B/) = 1, and otherwise
h(/A AB/) = 0.
V) h(/AV B/) = 1iff h(/A/) = 1 or h(/B/) = 1, and otherwise
h(/AV B/) = 0.
(®) h(/A D B/) = 1iff h(NA\) = 0 or h(/B/) = 1, and otherwise
h(/A > B/) =0,

This formulation nicely mirrors the original classical definition TCL. And h
and v are related as one would expect.

L6.o For any Mx interpretation v and corresponding h, h(A) = 1iff 1 € v(A),
and h(A) =1iff 0 € v(A).

Buasis: If A has no operators, then it is a parameter p. By HM(B), h(p) =
1iff 1 e v(p) and h(p) = 1iff 0 € v(p); so h(A) = 1iff 1 € v(A),
and h(A) =1iff 0 € v(A).

Assp: For 0 < i <k, if A has i operators, then h(A) = Tiff T € v(A),
and h(A) = 1iff0 € v(A).
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Show: If A has k operators, then h(A) = 1iff 1 € v(A), and h(A) = 1 iff
0¢&v(A).
If A has k operators, then it is of the form, =P, PAQ, PV Q, or
P O Q where P and Q have < k operators.

(—) Suppose A is =P. By HM(—), h(—P) = 1 iff h(P) = 0; by assump-
tion, iff 0 € v(P); by TM(-) iff 1 € v(—P). By HM(-), h(=P) = 1
ift h(P) = 0; by assumption, iff 1 ¢ v(P); by TM(—) iff 0 & v(—P).
Soh(A) =1iff 1 € v(A),and h(A) = 1iff 0 € v(A).

() Suppose A is P A Q. By HM(AN), h(PA Q) = 1iff h(P) =1 and
h(Q) = 1; by assumption, iff 1 € v(P) and 1 € v(Q); by TM(/)
iﬂ'i € v(P A Q). By HM(\), h(PAQ) = 1 iff h(P) = 1 and

h(Q) = 1; by assumption, ift 0 ¢ v(P) and 0 ¢ v(Q); by TM(N) ift
0ZVv(PAQ). Soh(A) =1iff 1 € v(A),and h(A) = 1iff 0 € v(A).

V)

(D) Suppose A is P D Q. By HM(®), h(P > Q) = 1 iff h(P) = 0 or
h(Q) = 1; by assumption, iff 0 € v(P) or 1 € v(Q); by TM(D)
it 1 € v(P O Q). By HM(D), h(P > Q) = T ift h(P) = 0 or
h(Q) = 1; by assumption, iff 1 & v(P) or 0 ¢ v(Q); by TM(D)
if 0 ¢ v(P O Q). Soh(A) =1iff 1 € v(A), and h(A) = 1 iff
0¢v(A).

For any A, h(A) =1iff 1 € v(A),and h(A) = Tiff 0 & v(A).

So A holds iff 1 € v(A), and otherwise fails; and A holds iff 0 ¢ v(A), and
otherwise fails. This permits natural generalizations for notions of validity. For
any v, where " is a set of expressions with or without overlines, say h(I') = 1 iff
h(/A/) =1 for each /A/ € T. Then,

VMx* T K, /A/ iff there is no Mx interpretation v and corresponding h such
that h(T") = 1 but h(/A/) = 0.

NMx* TS, /A7 iff there is an NMx derivation of /A/ from the members of
I

These notions reduce to the standard ones when all the members of " and
/A/ are without overlines. This is obvious for NMx*. And similarly, we have
h(A) =1iff 1 € v(A); so VMx* collapses to VMx.

THEOREM 6.1 NMx issound: If T K, A thenT |5, A.

L6.x T CTMandT i /P/,then T |5 /P/.

Suppose I' C M and ' ;. /P/, but I’ [ /P/. From the latter, by
VMx*, there is some v and h such that h(I’) = 1 but h(/P/) = 0. But
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since h(I") =Tand ' C IV, h(T") = 1; so h(I") = 1 but h(/P/) = 0; so by
VMx*, T A%, /P/. This is impossible; reject the assumption: if I' C 7
and T =%, /P/, then " =5, /P/.

Main result: For each line in a derivation let P; be the formula on line 1 (with or
without overlines) and set I equal to the set of all premises and assumptions
whose scope includes line i. We set out to show “generalized” soundness: if
IR /A/ then T =) /A/. As above, this reduces to the standard result when
the members of " and A are without overlines. Suppose I' K, /A/. Then there
is a derivation of /A/ from premises in ' where /A/ appears under the scope of
the premises alone. By induction on line number of this derivation, we show
that for each line i of this derivation, I} K%, P;. The case when P; = /A/ is
the desired result.

Basis: Pq is a premise or an assumption /A/. Then Ty = {/A/};so h(I'1) =1 iff
h(/A/) = 1; so there is no h such that h(I';) = 1 but h(/A/) = 0. So by
VMx* T &5 /A/, where this is just to say, I'1 =i, P1.

Assp: Foranyi, 1 <i<Xk, Ty Pi.

Sbow: Fk ':;/F\x {Pk.

Py is either a premise, an assumption, or arises from previous lines by
R, DI, DE, AL, AE, —1, —E, VI, VE or, depending on the system, D or
U. If Py is a premise or an assumption, then as in the basis, I &, P«.
So suppose Py arises by one of the rules.

®R)

(OI) If Py arises by DI, then the picture is like this,

AN
il |/B/
k|/A DB/

where j < k and Py is /A D B/. By assumption, [ =, /B/; and by the
nature of access, [ C I, U{\A\}; so by L6.1, I U{NA\} =, /B/. Suppose
M Ky /A D B/; then by VMx*, there is some v and h such that h(Iy) =
1 but h(/A D B/) = 0; from the latter, by HM(D), h(\A\) = 1 and
h(/B/) = 0; so h(lc) = 1 and h(\A\) = 1; so h(Ix U{\A\}) = 1; so by
VMx* h(/B/) = 1. This is impossible; reject the assumption: T =,
/A D B/, which is to say, ¢ =5, Px.

(OFE) If Py arises by DE, then the picture is like this,

i|/A DB/
j | VAN

k| /B/
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where 1,j < k and Py is /B/. By assumption, I} ;. /A D B/ and
I e \A\; but by the nature of access, Iy C T and I} C Ty; so by
L6.1, Tk K /A D B/ and I % \A\. Suppose I« t4 /B/; then by
VMx*, there is some v and h such that h(l}) = 1 but h(/B/) = 0; since
h(T) =1, by VMx* h(/A D B/) = 1 and h(\A\) = 1; from the former,
by HM(D), h(\A\) = 0or h(/B/) = 1;s0 h(/B/) = 1. This is impossible;
reject the assumption: e =% /B/, which is to say, I'c =%, Px.

(AD
(AE)

(=D If Py arises by —I, then the picture is like this,

/A/
i| | /B
il | N=By
k [ \—AN

where 1,j < k and Py is \—A\. By assumption, I} =, /B/ and [} .
\—=BY\; but by the nature of access, 1 C I\ U{/A/}and 5 C I, U{/A/};
so by L6.1, Ik U{/A/} |5}, /B/ and Ty U {/A/} . \—B\. Suppose
M Ky \™A\; then by VMx*, there is some v and h such that h(l}) =1
but h(\—A\) = 0; from the latter, by HM(—), h(/A/) = 1; so h(I) =
1 and h(/A/) = 1; so h(Ix U{/A/}) = 1; so by VMx*, h(/B/) = 1
and h(\=B\) = 1; from the latter, by HM(—), h(/B/) = 0. This is
impossible; reject the assumption: I |, \—A\, which is to say, I« 5,
Pr.

(—E)
\2);
(VE)
(D) If Py arises by D, then the picture is like this,
il A
k|A
where 1 < k and Py is A. Where this rule is included in NMx, Mx has
condition exc, so no interpretation has v(p) = {1,0}. By assumption,

I i A; but by the nature of access, [T C I; so by L6.1, I =5, A.
Suppose T %, A; then by VMx*, there is some v and h such that

h(T) = 1 but h(A) = 0; since (k) = 1, by VMx*, h(A) = 1. But for

these interpretations, for any A, if h(A) =1 then h(A) = 1.
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Buasis: A is a parameter p. Suppose h(A) = 1; then h(p) = 1; so by
HM@®), 1 € v(p); so by exc, 0 & v(p); so by HM(B), h(p) = 1; so

h(A) =1.
Assp: For any i, 0 < 1 < k, if A has i operators, and h(A) = 1, then
h(A) =1.

Show: If A has k operators, and h(A) = 1, then h(A) = 1.
If A has k operators, then A is of the form, =P, PAQ, PV Q, or
P O Q, where P and Q have < k operators.

(=) A is —P. Suppose h(A) = 1; then h(—P) = 1; so by HM(),
h(P) = 0; so by assumption, h(P) = 0; so by HM(—), h(=P) =1,
which is to say, h(A) = 1.

(N Ais PAQ. Suppose h(A) = T; then h(PA Q) = 1; so by HM(/),
h(P) = 1 and h(Q) = 1; so by assumption, h(P) = 1 and h(Q) =
1; so by HM(N), h(P A Q) = 1, which is to say h(A) = 1.

V)

) AisP D (g Suppose h(A) = 1; then h(P D Q) = 1; so by

h(Q) = 1 ) byHM(D) h(P D Q) =1, which is to say h(A) =

For any A, if h(A) =1, then h(A) = 1.
So, returning to the case. for (D), h(A) = 1. This is impossible; reject
the assumption: [ k=, A, which is to say, I« =y, Px.
(U) If Py arises by U, then the picture is like this,
il A
kA

where i < k and Py is A. Where this rule is included in NMx, Mx
has condition exh, so no interpretation has v(p) = ¢. By assumption,
I B A; but by the nature of access, I C Ty; so by Lé6.1, Tk i, A.
Suppose T F4. A; then by VMx*, there is some v and h such that
h(lc) = 1 but h(A) = 0; since h(Ik) = 1, by VMx*, h(A) = 1. But for
these interpretations, for any A, if h(A) = 1 then h(A) = 1.

Basis: A is a parameter p. Suppose h(A) = 1; then h(p) = 1; so by
HM(@®), 0 € v(p); so by exh, 1 € v(p); so by HM(@®B), h(p) = 1; so

h(A) =1.
Assp: For any i, 0 < i < k, if A has i operators, and h(A) = 1, then
h(A) =1.

Show: If A has k operators, and h(A) = 1, then h(A) = 1.

If A has k operators, then A is of the form, =P, PAQ, PV Q, or
P O Q, where P and Q have < k operators.
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(—) A is —P. Suppose h(A) = T, then h(=P) = 1; so by HM(),

h(P) = 0; so by assumption, h(P) = 0; so by HM(—), h(—P) =1,
which is to say, h(A) = 1.

() Ais PAQ. Suppose h(A) = 1; then h(P A Q) = 1; so by HM(M),
h(P) = 1 and h(Q) = 1; so by assumption, h(P) = 1 and h(Q) =
1; so by HM(N), h(P A Q) =1, which is to say h(A) = 1.

\%
(D) AisP D Q. Suppose h(A) = 1; then h(P O Q) = 1; so by HM(D),

h(P) = 0 or h(Q) = 1; so by assumption, h(P) = 0 or h(Q) = T;
so by HM(®), h(P D Q) = 1, which is to say h(A) = 1.

For any A, if h(A) =1, then h(A) = 1.

So, returning to the case for (U), h(A) = 1. This is impossible; reject
the assumption: [ k=, A, which is to say, I'c =y, Px.

For any i, I ;. Ai.

THEOREM 6.2 NMx is complete: if T |5, A thenT K, A.

Suppose ' |5, A; then ' 5, A; we show that I" I,,, A. Again, this reduces
to the standard notion when there are no overlines. Fix on some particular
constraint(s) x. Then definitions of consistency etc. are relative to it.

Con T is consIsTENT iff there is no A such that ' =5, /A/ and T" =5, \—A\.

L6.2 If T4, \—=P\, then " U{/P/} is consistent.

Suppose T t4,. \=P\ but I' U {/P/} is inconsistent. Then there is some
A such that TU{/P/} B3, 7/A/ and T U{/P/} K. \—A\. But then we
can argue,

1|l

2 /P/ A, D

3| | 7A7 from T U{/P/}
4 | \-AN from T U{/P/}
5| \—P\ 2-4—1

So I' K. \—P\. But this is impossible; reject the assumption: if I' b4,
\—P\, then I" U{/P/} is consistent.
There is an enumeration of all the formulas, P1,P; ...

Proof by construction. A simple approach is to order Ay, A; ... in the
usual way, and let the final enumeration be, A1, A1, A2, Az ....

Max T is MaXIMAL iff for any A either I' . /A/ or I" =, \ AN\
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C(r)

L6.4

Lé6.6

C(v)

Lé6.7

We construct a [ from " as follows. Set Oy = I'. By L6.3, there is an
enumeration, P, P, ... of all the formulas; for any P; = /A/ in this
series set,

Qi =04 if Qg . \—AN

Qi = Qi 1 UJ/A if Qi q b, \—A\
then

= Ui>o Q4

I is maximal.

Suppose I’ is not maximal. Then there is some P; = /A/ such that
I e /A7 and T7 KA, \—=A\. For any i, each member of Q;_; is
in 5 so if Qi1 K, VAN then I K, \—A\; but I 14, \—A\; so
Qi1 K \TAN; so by construction, Q; = Qi1 U{/A/}; so by construc-
tion, /A/ € I";so I K, /A/. This is impossible; reject the assumption:
I is maximal.

If T is consistent, then each Q; is consistent.

Suppose I is consistent.

Basis: Qo =T and T is consistent; so Qg is consistent.

Assp: For any i,0 < i <k, Q; is consistent.

Show: Q) is consistent.
Qy is either Qi1 or Q1 U{/A/}. Suppose the former; by
assumption, Qy_; is consistent; so Qy is consistent. Suppose
the latter; then by construction, Qy_1 14, \—A\; so by L6.2,
Q71 U{/A/}is consistent; so Qy is consistent.

For any i, Q; is consistent.

If T is consistent, then I/ is consistent.

Suppose T is consistent, but I is not; from the latter, there is some P
such that " %, /P/ and I" K%, \—P\. Consider derivations D1 and
D2 of these results and the premises of these derivations. Where P;
is the last of these premises in the enumeration of formulas, by the
construction of I, each of the premises must be a member of Q;; so
D1 and D2 are derivations from Q;; so Q; is not consistent. But since
I is consistent, by L6.5, Q; is consistent. This is impossible; reject the
assumption: if T' is consistent then I is consistent.

We construct an interpretation v based on I as follows. For any para-
meter p, set 1 € v(p) if TV B3, p,and 0 € v(p) iff 7 14, P.

If T is consistent then for any A, h(/A/) = Tiff " K, /A/.

Suppose T is consistent. By L6.4, " is maximal; by L6.6, I is consist-
ent. Now by induction on the number of operators in A,
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Buasis:

Assp:

Show:

N
V)
(D)

If A has no operators, then it is a parameter p or p. By construc-
tion, " K3, p iff T € v(p); by HM(B), iff h(p) = 1. Similarly,
by construction, I (45, P iff 0 € v(p); by HM(®B), ift h(p) # 1.
So h(/p/) = 1iff " K3, /p/, which is to say, h(/A/) = 1 iff
MR /AL

For any i, 0 < i < k, if A has 1 operators, then h(/A/) = 1 iff
b, /AL

If A has k operators, then h(/A/) = 1iff I" B3, /A/.

If A has k operators, then it is of the form =P, PAQ, PV Q or
P O Q where P and Q have < k operators.

A is =P. (i) Suppose h(/A/) = 1; then h(/=P/) = 1; so by
HM(—), h(\P\) = 0; so by assumption, I I, \P\; so by maxi-
mality, " =, /—P/, where this is to say, I'" I, /A/. (ii) Suppose
I Hiw /A5 then T 5 /—P/; so by consistency, I 5, \P\; so
by assumption, h(\P\) = 0; so by HM (), h(/—P/) = 1, where
this is to say, h(/A/) = 1. So h(/A/) = 1iff " K, /A/.

Ais P D Q. () Suppose h(/A/) = 1 but I t4, /A/; then
h(/P D Q/) = 1but I t4,.. /P D Q/. From the latter, by maxi-
mality, " K5, \™(P D Q)\; from this it follows, by the following
derivations,

[ \=(P>QN P 1| \=(P> QN P

2| | /=P/ A, —B) 2| | /Q/ Al,~D
3 \P\ Ag oD 3 \P\ A g, DD
4 —Q\ A, —F) 4 'Q/ 2R

5 P\ 3R 5| |/PoQ 3401

6 P/ >R 6 \—=(PD> QN 1R

; /Q/ +6-E 7 [ \=Q\ 2-6 1

8| |/PD>Q/ 3-7 DI

9| |\V(PD>Q)N 1R
10 | \P\ 2-9 ~E

that I’ K5, \P\and I K. \—Q)\; so by consistency, I 45, /Q/;
so by assumption, h(\P\) = 1 and h(/Q/) = 0; so by HM(D),
h(/P D Q/) = 0. This is impossible; reject the assumption: if
h(/A/) =1then T’ 2, /A/.

(i) Suppose I'" B, /A/ but h(/A/) = 0; then T %, /P D Q/
but h(/P > Q/) = 0. From the latter, by HM(D), h(\P\) =1
and h(/Q/) = 0; so by assumption, I K, \P\ and I {4, /Q/;
but since I 5%, /P > Q/ and I K%, \P\, by OF), I" 5%, /Q/.
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This is impossible; reject the assumption: if " =, /A/, then
h(/A/) =1.Soh(/A/)=1iff " =%, /A/.

NMx

For any A, h(/A/) =T1iff T 5, /A/.

L6.8 If T is consistent, then v constructed as above is an Mx interpretation.

For this, we need to show that the relevant constraints are met. Suppose
I" is consistent; by L6.4, I’ is maximal; by L6.6, I is consistent.

(exc) For systems McL and Mk; with v(p) # {1, 0}, (D) is in NKx. Sup-
pose v(p) = {1,0}; then 1 € v(p) and 0 € v(p); so by construc-
tion, I" K&, p and I’ 14, P; from the latter, by maximality,
I Ko —P; so by (D), I'" K. =P; so I is inconsistent. This is
impossible; reject the assumption: v(p) # {1, 0}.

(exh) For systems McL and MLP withv(p) # ¢, (U) is in NKx. Suppose
v(p) = ¢; then 1 € v(p) and 0 & v(p); so by construction, I tA5,.
p and I’ K. P; from the former, by maximality, I K., =P; so
by (U), I'" K&\ —p; so I is inconsistent. This is impossible; reject
the assumption: v(p) # .

L6.9 IfT is consistent, then h(I") = 1.

Suppose T is consistent and /A/ € T; then by construction, /A/ € T’; so
" i /A/; so since T is consistent, by L6.7, h(/A/) = 1. And similarly
forany /A/ €T. Soh(T) =1.

Main result: Suppose I' |, A but T t4,,, A. ThenT K5 A but ' 14, A.
By (DN), if ' K. —A, then ' K}, A; so ' 1A, —A; so by L6.2, "'U
{—A} is consistent; so by L6.8 and L6.9, there is an Mx interpretation v with
corresponding h constructed as above such that h(TU{=A}) = 1; s0 h(—A) =1,
soby HM(—), h(A) = 0; so h(I') = 1 and h(A) = 0; so by VMx*, " #5%  A. This
is impossible; reject the assumption: if I' |5, A, then T K, A.

7 BASIC RELEVANT LOGIC: VX (CH. 9)
7.I LANGUAGE / SEMANTIC NOTIONS

This section is developed directly in terms introduced for “expanded” notions
of validity in demonstration of soundness and completeness in section 6. Apart
from that discussion, the notions should be roughly familiar from derivations
in that section.

LvX The vocABULARY consists of propositional parameters po,p1 ... with
the operators, —, /\, V, and —. Each propositional parameter is a FOR-
MULA; if A and B are formulas, so are —A, (AAB), (AVB), and (A — B).
A D B abbreviates ~A V B, and A = B abbreviates (A D B) A (B D A).

“Natural Derivations for Priest, An Introduction to Non-Classical Logic”, Australasian Journal of Logic (5) 2006, 47-192


http://www.philosophy.unimelb.edu.au/ajl/2006
http://www.philosophy.unimelb.edu.au/ajl/

http://www.philosophy.unimelb.edu.au/ajl/2006 126

This time, from the start, for any formula A, we allow A and A, where
as before /A/ and \A\ (#/A/ and NA\) represent one or the other (and
similarly for N and N immediately below).

IvX An INTERPRETATION is (W,N, N h) where W is a set of worlds, and
N,N C W are normal worlds for truth and non-falsity respectively; h
is a function such that for any w € W, h,,(/p/) = 1 or hy,(/p/) = 0,
and for any w not in /N/, h, (/A — B/) = 1 or hy,(/A — B/) = 0.
So h makes assignments directly to experssions of the sort /A — B/ at
worlds not in /N/. Say /A/ holds at w if h,,(/A/) = 1 and otherwise
fails. Interpretations may also be subject to the constraints,

K N=N=W

4 N=N
The K systems are subject to constraint (K), the 4 systems to (4). Of
course, (K) implies (4); so it is enough that interpretations for vK4 and

vK, are subject to (K); N4 is subject to (4), and VN, to neither. With
restriction K, h reduces to a simple assignment to parameters at worlds.

Hv For expressions not assigned a value directly,

) hy(/—A/) =1if h,,(NA\) = 0, and 0 otherwise.

AN) hw(/AAB/)=1ifh,(/A/) =1and h,,(/B/) =1, and 0 other-
wise.

) hw(/AV B/) =1if hy,(/A/) = 1 or h,(/B/) = 1, and 0 other-
wise.

(—)4 Forw € /N/, hy,(/A — B/) = 1 iff there is no x € W such that
hy(A) =1and hy(/B/) = 0.

(—=)s Forw € /N/, h,, (/A — B/) = 1 iff there is no x € W such that
hy(/A/) =1 and hy(/B/) = 0.

The 4-systems VN4 and vK, take Hu(—)4; the star systems vN, and vK, take
Hvu(—).. Where I" does not include formulas with overlines, h,, (") = 1 iff
hw(A) =1 for each A € T; then,

VuX T &, A iff there is no vX interpretation (W, N, N, h) and w € N such
that h,,(I") = 1 and h,,,(A) = 0.

As in the previous section, the single account is meant to accommodate dif-
ferent presentations in Priest, and help exhibit their differences. In particular,
as for the previous section, given constraint (4), an interpretation (W, N, N, h)
corresponds to a relational (W, N, p), where h,,(A) = 1 iff A bears relation
p (which, as in the previous section, may be set membership) to 1 at w, and
hw(A) = 1iff A does not bear p to 0 at w. And an interpretation (W, N, N, h)
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corresponds to a star interpretation (W, N, *,v) where h,, (A) = 1iff v,y (A) =1

and hyy (A) =1 iff vy (A) = 1.0

7.2 NATURAL DERIVATIONS: NuX

Allow expressions with both integer subscripts and overlines. I- and E- rules
for —, A\, V, D and = are a natural combination of rules for NKv and NFDE,

with rules for D and = now derived.

R

Al

VI

ol

/P

/P/

/P/
/Q/s

/PAQ/
/P/g
/PV Q4

/P/g

\Q\,
\P D Q\

/P/g

\Q\,
/Q/q

\P\g
\P = Q\s

mll

NE

VI

OE

/P/s

Q7
\—Q\
\—P\

/PAQ/s

/P/g

/P/

/QV P/,

\P D Q\g
/P/

\Q\s

\P=Q\

/P/

\Q\s

NE

VE

|1l
m

[P/,

1Q/

\—Q\,
\P\,
/PAQ/
/Q/q

/PV Q/s
/P/,

IR/,

/Q/s

IR/,
IR/

\P = Q\
/Q/s

P\,

The different derivation systems of this section add to these from,

%For the latter, given a star interpretation (W, N, v) consider an vX, interpretation
(W', N’ ,N/, h) with a w' € W’ corresponding to each w € W. And for an vX, interpretation
(W' N/, N/, h) consider a star interpretation (W, N, *,v) with a w and w* € W corresponding to
eachw’ € W/, Thensetx’ € N iff x € N; x’ € N iffx* € N;he(p) =1iff v (p) =T, he(P) =1
iff v« (p) =15 forx’ € N, h (P — Q) = 1iff v (P — Q) = 1; and for x’ ¢N’, he(P—Q) =1
iff vy« (P — Q) = 1. Then the result follows by a simple induction (for a related demonstration,

see the proof of L7.0 below).
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—la P. —Ea| /P — Q/s —lx VAo —Ex | /P — Q/s
P, /P,
/Q/¢ 1Q/
/Q/¢ 1Q/,
/P — Q/g /P — Q/s

where t does not appear in any where t does not appear in any

undischarged premise or assump- undischarged premise or assump-

tion tion

For the star-rules, 7P/ and /Q/ may be either Py and Q¢, or Py and Q..
Consider a constraint (n) which requires that s = 0 for application of —I and
—E, and a stronger constraint (s) which requires that /P — Q/; for these rules
is of the sort (P — Q)o with subscript 0 and without overline. Then,

NvK4 adds —I4 and —E4
NuN4 adds —I4 and —E4 with constraint (n)
NvK, adds —I«and —Ex«
NuN,. adds —Ix and —E« with constraint (s)

In these systems, every subscript is 0, appears in a premise, or appears in the
t-place of an accessible assumption for —I. Where the members of I" and A are

without overlines or subscripts, let Iy be the members of I', each with subscript
0. Then,

NuvX T K, A iff there is an NuX derivation of Ay from I.

Derived rules are as one would expect. Two-way derived rules carry over
from CL with overlines and subscripts constant throughout. Thus, e.g.,

Impl /P2 Q/s <> /—PV Q/s
/=P D> Q/s <> /PVQ/s

MT, NB and DS appear in the forms,

MT | /P > Q/ NB | /P = Q/, /P = Q/ DS | /PV Q/, /PV Qs
\—Q\, \—P\, \—Q\s \—P\, \—Q\s
/=P/g /=Q/ /=P/q /Q/q /P/

As examples, here are a few cases where the logics do not all have the same
results.

P— Qhyx. 7 Q——P

1| (P—QJo P

2 —Q; A (g, —1I4)
3 P A, D
4 Q 1,3 —E«

5 -1 2R

6 “P] 3—5 |

71 (—Q — —P)o 2-6 —Ix

“Natural Derivations for Priest, An Introduction to Non-Classical Logic”, Australasian Journal of Logic (5) 2006, 47-192


http://www.philosophy.unimelb.edu.au/ajl/2006
http://www.philosophy.unimelb.edu.au/ajl/

http://www.philosophy.unimelb.edu.au/ajl/2006 129

This derivation satisfies constraints (n) and (s), but does not go through in the
4-systems insofar as there is no “purchase” for application of —E4 with (1) and
only Py, rather than Py, at (3).

PA—Q |_NUX4 ﬁ(P - Q)
1| (PA—Q)o P

2 (P—Q), A, D

3 Po 1 \E

4| | Qo 2,3 —E4
51 17Qo I A\E
6|—(P—Q)o 2-g 1

This derivation satisfies constraint (n), though not (s). It is blocked in either
star system insofar as the contradiction does not arise; by —Ex, we might get
Qo at (4), but this does not contradict =Q for —I.

Favky [(P—= QIA(Q = R)] — (P —R)

| | [(P—>QA(Q—R A g, —1v
2 Pz A(g, —>Ix)
30| [(P—Q) 1 AE

4 Q2 2,3 — B«

51| (@R 1 AE

6 Rz 4,5 —Ex
7| | (P—=R) 2-6 —Ix

8| (P = QA(Q—=R)]—(P—R)o 1-7 — I«

This derivation works with either the star- or 4-rules. But it fails constraints
(n) and (s) insofar as s = 1 for lines (4), (6) and (7).

7.3 SOUNDNESS AND COMPLETENESS

Preliminaries: Begin with generalized notions of validity. Given any model
(W,N,N, h), let m be a map from subscripts into W such that m(0) is some
member of N. Then say (W,N,N,h)y, is (W,N,N,h) with map m. Then,
where T is a set of expressions of our language for derivations, hm, (I') = 1 iff for
each /Ag/ €T, hy,y(5)(/A/) = 1. Now expand notions of validity for subscripts
and overlines as follows,

VuX* T % /A/s iff there is no vX interpretation (W, N, N, h),, such that

NvuX* I'H:, /A/s iff there is an NuX derivation of /A/g from the members of
I

These notions reduce to the standard ones when all the members of I and A
are without overlines and have subscript 0. As usual, for the following, cases
omitted are like ones worked, and so left to the reader.
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THEOREM 7.1 NXissound: If T, AthenT =, A.

For the (—). case, it will be useful to have a further preliminary.

L7.0 For an interpretation (W, N, N, h), consider (W', N’ N’ 1) such that
corresponding to each w € W there are W', w* € W’ where, () W' €
/N'/ iff w € /N/, and w* € /N'/ iff w € \N\; (i) W, (/p/) = 1 iff
hw(/p/) = 1, and W, (/p/) = 1iff hy(\p\) = 1; (i) for w' ¢ /N'/,
h, (/P — Q/) =Tiff h, (/P — Q/) =1, and for w* & /N'/, h! . (/P —
Q/) = 1iff hyy(\P — Q\) = 1. Then,

For the star systems and interpretations as above, for any /A/, we have
@ R, (/A/) = 1iffhy (/A/) = 1 and (i) W, (/A/) = T iff hyy(\A\) = 1,

Buasis:

Assp:

Show:

™)

N

V)
=)

/A/ is an atomic /p/. (i) By construction, h! ,(/p/) = 1 iff
h(/p/) = 1; s0 W, (/A/) = 1 iff hyy(/A/) = 1. Similarly, (i)
by construction, hl,.(/p/) =1 iff h,,(\p\) = 1;s0 h,,.(/A/) =1
iff h,, NAN) =1,

For any i, 0 < i < k, if /A/ has i operators, () ) ,(/A/) = 1 iff
oy (/A7) = 1 and (i) W, (/A/) = 1 iff hyy (VAN) = 1.

If /A/ has k operators, then (i) h,,(/A/) = 1iff hy,(/A/) =1 and
(i) W, (/A/) = Tiffhy (\A\) = 1.

If /A/ has k operators, then it is of the form, /—P/, /P A Q/,
/PV Q/,or /P — Q/,where P and Q have < k operators.

JA/ is /=P/. () W ,(/A/) = 1iff W, ,(/=P/) = 1; by Hv(-),
ift h/ ,(\P\) = 0; by assumption ift h,,(\P\) = 0; by Hv(—),
iff hy(/—=P/) = 1; iff hy(/A/) = 1. (i) () hl,.(/A/) = 1iff
hl,.(/=P/) = 1; by Hu(—), iff h},.(\P\) = 0; by assumption iff
hy (/P/) = 0; by Hu(—), iff hyy (\—P\) = T; iff hyy (\A\) = 1.
JA/is /P AQ/. () W,(/A/) = Tiff W/ ,(/PAQ/) = 1; by
Hvu(A), iff k) ,(/P/) = 1 and h/,,(/Q/) = 1; by assumption, iff
hw(/P/) = Tand hy(/Q/) = T; by Hu(A), iff hy (/P A Q/) = T;
iff hy(/A/) = 1. G R,.(/A/) = Tiff h.(/PAQ/) = 1; by
Hvu(A), ift h,.(/P/) = 1 and h,.(/Q/) = 1; by assumption, iff
hw(\P\) = T and hyy(\Q\) = T; by Hu(A), iff hyy(\P A Q\) = T;
iff h,, \A\) = 1.

Ais /P — Q/. (i) Suppose W' ¢ /N’/; then by construction,
W, (/P — Q/) = 1iff hy(/P — Q/) = 1; so W, (/A/) = 1
iff hy,(/A/) = 1. So suppose w' € /N’/; then by construction,
w e /N/. W, (/A/) = 0iff W, (/A — B/) = 0; since W' € /N'/,
by Hu(—). iff either there is an x’ € W’ such that h/,(/P/) =1
and hl,(/Q/) =0, or there is ay* € W’ such that hy.(/P/) =1
and h{.(/Q/) = 0; by assumption, iff either hy(/P/) = 1 and
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h(7Q/) = 0, or hy(\P\) = 1 and h, (NQ\) = 0; given either
of these, since w € /N/, by Hu(—),, iff h,,(/P — Q/) = 0; iff
hw(/A/) =0.

(i) Suppose w* ¢ /N’/; then by construction, h/,.(/P — Q/) =1
iff hyy(\P — Q\) = 1; s0 W,.(/A/) = 1iff hw(\A\) = 1. So
suppose w* € /N’/; thenw € \N\. i) .(/A/) = 0iff h).(/A —
B/) = 0; since w* € /N'/, by Hu(—), iff either there is an X’ €
W’ such that h,(/P/) =1and h,(/Q/) =0, or there isay* €
W’ such that h.(/P/) = 1 and h|.(/Q/) = 0; by assumption,
iff either hy(/P/) = 1 and hy(/Q/) = 0, or hy(\P\) = 1 and
hy (\Q\) = 0; given either of these, since w € \N\, by Hv(—),
i Ty (\P — Q\) = 0; iff hyy(VAN) = 0.

For any A, () h,,(/A/) = 1 iff h,,(/A/) = 1 and Gi) h),.(/A/) = 1 iff
oy (\AL) = 1.

T CTIandT Y /P/s then T =% /P/s.

Suppose I' C " and T" = /P/s, but I" 5 /P/s. From the latter, by
VuX*, there is some vX interpretation (W, N, N, h),, such that hy, () =
1 but hyy(5)(/P/) = 0. But since hyy (") = Tand I' C I, h(T) = 15
so hi(I') = 1 but hy (5)(/P/) = 0; so by VuX*, T &5 /P/s. This
is impossible; reject the assumption: if ' C [V and ' 5} /P/s, then
I =% /P/s.

Main result: For each line in a derivation let P; be the expression on line i and I}
be the set of all premises and assumptions whose scope includes line i. We set
out to show “generalized” soundness: if ' I}, P then I' |5 P. As above, this
reduces to the standard result when P and all the members of T are without
overlines and have subscript 0. Suppose I' i, P. Then there is a derivation of
P from premises in I' where P appears under the scope of the premises alone.
By induction on line number of this derivation, we show that for each line 1 of
this derivation, T} E% P;. The case when P; = P is the desired result.

Buasis:

Assp:
Show:

Py is a premise or an assumption /A/s. Then I't = {/A/}; it follows
that for any (W,N, N, h)y, hin (1) = 1iff hyy()(/A/) = 1; so there
is no (W,N,N, h), such that hyy (1) = 1 but hy,,(5)(/A/) = 0. So by
VuX* I ) /A/s, where this is just to say, I =5 Pi.

Foranyi, 1 <i<k, i E} Pi.
N =x P.

Py is either a premise, an assumption, or arises from previous lines by
R, NI, AE, VI, VE, —I, —E or, depending on the system, —I4, —Eq4,
—1Ix, or —E«. If Py is a premise or an assumption, then as in the basis,
e Ex Px. So suppose Py arises by one of the rules.
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®R)
(AD
(AE)
2y
(VE)
D

—E)

(=L

If Py arises by —I, then the picture is like this,

/A
il | 7B/,
i | [ \=BY,
k| \-A\,

*

where 1,j < k and Py is \—A\;. By assumption, I} =5 /B/¢ and
I =% \=B\¢; but by the nature of access, It C It U{/A/s} and [ C
Mc U{/A/s}); so by L7.1, T U{/A/s} EX 7B/ and Ty U {/A/s} EX
\—=B\¢. Suppose Ic Fx \—A\g; then by VuX*, there is an vX inter-
pretation (W,N, N, h)y, such that hy,(Tx) = 1 but hy,,(5)(\—A\) = 0;
so by Hu(m), hy(5)(/A/) = 1550 hin(I) = 1 and hyy () (/A7) = 1; so
hm (M U{/A/G}) = 1550 by VOX*, hypy (1) (/B7) = 1 and hyy (1) (\-BY) =
1; from the latter, by Hu(=), hy, (¢)(#/B/) = 0. This is impossible; reject
the assumption: I =} \~A\g, which is to say, I'c Ejx Px.

If Py arises by —14, then the picture is like this,

Ay
i /B/¢
k|/A — B/,

where 1 < k, t does not appear in any member of I (in any undischarged
premise or assumption), and Py is /A — B/. For these systems, either
by condition K, W = N = N or by constraint (n), s = 0; in the first
case, m(s) € N and m(s) € N; so m(s) € /N/; in the other case, by
the construction of m, m(s) € N; so with N = N by condition (4),
m(s) € N; so m(s) € /N/; in either case, m(s) € /N/. By assumption,
I =% /B/¢; but by the nature of access, 1 C '« U {A¢}; so by L7.1,
M U{A¢} X /B/¢. Suppose Tk 5 /A — B/g; then by VuX*, there is an
vX interpretation (W, N, N, h)y, such that hy () = 1 but hy, () (/A —
B/) = 0; so, since m(s) € /N/, by Hv(—)4, there is some w € W
such that h,,(A) = 1 and h,,(/B/) = 0. Now consider a map m’ like
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(—Ey

(=1

m except that m/(t) = w, and consider (W,N,N h),./; since t does
not appear in T, it remains that h,,/(Ic) = 1; and since m’(t) = w,
(1) (A) = 1550 (T U{A}) = 15 s0 by VuX* hy) (/B/) = 1. But
m’(t) = w; so h,,(/B/) = 1. This is impossible; reject the assumption:
N =5 /A — B/, which is to say, I« =5 Pk.

If Py arises by —E4, then the picture is like this,

i| /A — B/g
j| At

k| /B/,

where 1,j < k and Py is /B/¢. For these systems, either by condition
K, W = N = N or by constraint (n), s = 0; in the first case, m(s) € N
and m(s) € N; so m(s) € /N/; in the other case, by the construction
of m, m(s) € N; so with N = N by condition (4), m(s) € N; so m(s) €
/N/; in either case, m(s) € /N/. By assumption, I} =5 /A — B/ and
I =X Ag; but by the nature of access, 7 C I and 5 C Ty; so by L7.1,
M Ex /A — B/s and Ik =) At. Suppose I % /B/¢; then by VuX*,
there is some vX interpretation (W, N, N, h),,, such that h,,, (k) = 1 but
him(t)(/B/) = 0; since hiy (I) = 1, by VuX*, h () (/A — B/) = 1 and
hm(t)(A) = 1; from the first of these, since m(s) € /N/, by Hv(—)a4,
there is no w € W such that h,,(A) = 1 and h,,(/B/) = 0; so it is not
the case that h,,,(1)(A) = 1 and hy,(4)(/B/) = 0. This is impossible;
reject the assumption: e =% /B/, which is to say, I =% Px.

If Py arises by —I, then the picture is like this,

.V

il | 7B/,
k|/A — B/,

where 1 < k, t does not appear in any member of I (in any undischarged
premise or assumption), and Py is /A — B/. For these systems, either
by condition K, W = N = N or by constraint (s), /A — B/ is of the sort,
(A — B)o; in the first case, m(s) € N and m(s) € N; so m(s) € /N/;
in the other case, s = 0; so by the construction of m, m(s) € N, which
is to say m(s) € /N/; so in either case, m(s) € /N/. By assumption,
Il =% /B/+; but by the nature of access, It C e U{/A/}; so by L7.1,
N U{/7A/} 5 /B/t. Suppose T Hyx /A — B/g; then by VuX*,
there is an vX interpretation (W, N, N, h),, such that h;, () = 1 but
him(s) (/A — B/) = 0; so by Hu(—)., there is some x € W such that
hy(A) = 1 and hy(B) = 0, or h(A) = 1 and h(B) = 0. Without loss
of generality, suppose hy(A) = 1 and hy(B) = 0; then by L7.0, there is
an interpretation (W’,N’,N/,h’> where h/ ,(/P/) = 1iff hy,(/P/) =1
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(—Ex»)

and h! .(/P/) = 1 iff h,,(\P\) = 1. So with m(s) = w iff m/(s) = w/,
it remains that h'_, () = 1; and we have that x’,x* € W’ are such that
h,(A) =1and h/,(B) =0, and h/.(A) = 1 and h/.(B) = 0; one of these
is a y such that h{,(/A/) = 1 and h{(#/B/) = 0. Now consider a map
n like m’ except that n(t) = y, and consider (W', N’ N W )n; since t
does not appear in T, it remains that h), (I'c) = 1; and since n(t) =y,
h:l(t)(//A//) = 1;s0 hy (I U{/A/+}) = 1550 by VuX*, h;l(t)(//B//) =1.
But n(t) = y; so hy(#B/) = 1. This is impossible; reject the assump-
tion: ' =% /A — B/g, which is to say, I« 5 Pxk.

If Py arises by —Ex, then the picture is like this,

i|/A - B/,
i | AL,

k| /B,

where 1,j < k and Py is /B/. For these systems, either by condition
K, W =N = N or by constraint (s), /A — B/ is of the sort, (A — B)o;
in the first case, m(s) € N and m(s) € N; so m(s) € /N/; in the other
case, s = 0; so by the construction of m, m(s) € N, which is to say
m(s) € /N/; so in either case, m(s) € /N/. By assumption, [} =}
/A — B/s and Tj =% /A/¢; but by the nature of access, [T C T and
I C ;s so by L7.1, T X /A — B/s and I« =5 7/A/. Suppose I Fx
/B//y; then by VuX*, there is some vX interpretation (W, N, N, h),
such that hy () = 1 but hyy () (#/B/) = 0; since him () = 1, by VuX*,
him(s) (/A — B/) =1 and hy, () (/A/) = 1; from the first of these, since
m(s) € /N/, by Hu(—),, there is no w € W such that h,, (/A/) =
1 and h,,(#/B/) = 0; so it is not the case that h,,)(/A/) = 1 and
ho1)(#/B/) = 0. This is impossible; reject the assumption: T Ej
//B//+, which is to say, I« =k Px.

Foranyi, I Ej Pi.

THEOREM 7.2 NuX s complete: if T =, AthenT ., A.

Suppose T =, A; then Ty =5 Ao; we show that Ty K, Ap. As usual, this

.

reduces to the standard notion. For the following, fix on some particular vX.
Then definitions of consistency etc. are relative to it.

ConN

L7.2

I" is coONsISTENT iff there is no A such that I' 5, /A/g and T
AN

If s is 0 or appears in ', and T tA \—=P\q, then ' U{/P/} is consistent.
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L7.3

Max

Set

C(r)

Suppose s is 0 or appears in I' and ' 4, \=P\g but I' U {/P/} is in-
consistent. Then there is some Ay such that TU{/P/¢} % /A/¢ and
MU{/P/s} Hix \=A\;. But then we can argue,

1|7

2| | /P/g A, —D

3 Y.V from T U{/P/¢}
41 | VAN from "' U{/P/¢}
5| \—P\g 2-4 1

where the assumption is allowed insofar as s is either 0 or appears in T
so I' K& \—P\s. But this is impossible; reject the assumption: if s is 0
or appears in I" and ' 4 \—P\g, then I' U{/P/,} is consistent.

There is an enumeration of all the subscripted formulas, P; P, ...

Proof by construction as usual.
I'is s-MAXIMAL iff for any A either I' 5 /A/g or T i, \—A\.

I"is a SCAPEGOAT set for (—)x, iff for every formula of the form —(A —
B), if ' i, /—(A — B)/s then there is some t such that I’ Fook, At and

NuK
Mo, /~B/t.

I"is a SCAPEGOAT set for (— ), iff for every formula of the form —(A —
B), if ' =i, /(A — B)/o then there is some t such that I' 3, At and
Mex  /=B/s.

NuKyg

I"is a SCAPEGOAT set for (— ), iff for every formula of the form —(A —
B),if I' K5, /(A — B)/s then there is some t such that I' I}, A and
I He, —Bx.

I"is a SCAPEGOAT set for (— ), iff for every formula of the form —(A —
B), if I' K., —(A — B), then there is some t such that I' i}, Ay and

NuK 5

I' Rex, ~Bt.

For I" with unsubscripted formulas and the corresponding Iy, we con-
struct I as follows. Set Qp = Ty. By L7.3, there is an enumeration,
P1,P, ... of all the formulas; let €y be this enumeration. Then for the
first /A/¢ in €;_7 such that s is 0 or included in Q;_1, let &; be like
&;i_1 but without /A/, and set,
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L7.4

L7.s

Qi =0, i Qg o, VAN,
Qi = Qi JU{/A/E iF Qi IR« \ AN
and
vKg: Q= Q- if A is not of the form /—(P — Q)/,
Q; = Qi+« U{Py,/—Q/¢} if Ag is of the form /—(P — Q)/;
UN4: Q5 = Qi+ if A is not of the form /—(P — Q)/g
Q; = Qi U{Py,/—Q/¢} if Ag is of the form /—(P — Q)/o
vKe: Q= Qi+ if A is not of the form /—(P — Q)/,
Qi = Qi- U{P,—Q,} if A, is of the form /—(P — Q)/,
UN,: Qi = Q- if A5 is not of the form —(P — Q),
Qi = Q- U{P,—Q}  if A is of the form —(P — Q),
-where t is the first subscript not included in Q;-
then

M= Ui>o Qy
Note that there is always sure to be a subscript t not in Q;- insofar as
there are infinitely many subscripts, and at any stage only finitely many
formulas are added — the only subscripts in the initial Q¢ being 0. Sup-
pose s appears in [; then there is some Q; in which it is first appears;
and any formula Pj in the original enumeration that has subscript s is
sure to be “considered” for inclusion at a subsequent stage.

For any s included in I, T is s-maximal.

Suppose s is included in T’ but I is not s-maximal. Then there is some
A such that I" tA, /A/s and T t4, \—=A\. For any i, each member
of Qi qisinT;soif Qi 1 Kr, \—A\s then IV KX \—=A\g; but IV
\—A\g; 50 Qi1 A \mA\g; so since s is included in 7, there is a stage
in the construction that sets Q- = Q1 U{/A/}; so by construction,
/A/s €T s0 T K /A/s. This is impossible; reject the assumption: I
is s-maximal.

If Ty is consistent, then each Q; is consistent.

Suppose I is consistent.

Basis: Qg =Ty and I is consistent; so Qg is consistent.
Assp: For any i,0 < i <k, Q; is consistent.
Show: Q) is consistent.

Qy is either () Qy_1, (i) Qp = OQp_7 U{/A/g}, Gil) Qp« U
{P¢,/—Q/¢}in VK4 or UNy, or (iv) Qi+ U{P¢,—Q,} in VK, or UN,.

() Suppose Qy is Qi 1. By assumption, Qy_1 is consistent; so Qj
is consistent.

(i) Suppose Qy is Qg+ = Qy_1 U{/A/s}. Then by construction, s is
Oorin Qy_q and Q1 A, \mA\g;so by L7.2, Q1 U{/A/s}is
consistent; so () is consistent.

“Natural Derivations for Priest, An Introduction to Non-Classical Logic”, Australasian Journal of Logic (5) 2006, 47-192


http://www.philosophy.unimelb.edu.au/ajl/2006
http://www.philosophy.unimelb.edu.au/ajl/

http://www.philosophy.unimelb.edu.au/ajl/2006 137

(ii)) Suppose Qy is Qy+ U{Pt,/—=Q/¢} in VK4 or uN4. In this case, as
above, Q. is consistent and by construction, /—(P — Q)/s €
Oy~ (in VNy, with s = 0). Suppose Qy is inconsistent. Then
there is some A, such that Qu« U {Py,/—Q/¢} K& 7/A/y and
Oy« U{Py, /—Q/¢} K& N\ =AN,. So reason as follows,

I | Qpx

2 Pt A (gy 4‘14)

3 /—Q/ A(,—B)

4 VA, from Qu« U{P,/—Q/}
5 VAN, from Qs U{Py, /—Q/)
6| [\Q\, 3-5—E

7| \P — Q\g 2-6 —14

where, by construction, t is not in Q- and for vNg4, s = 0. So
Qi o \P — Q\; but /(P — Q)/s € Qis; 50 Qps Bt
/=(P — Q)/s; so Q- is inconsistent. This is impossible; reject
the assumption: Qy is consistent.

(iv) Suppose Qy is Qy+ U{P,~Q4} in UK, or UN,. In this case, as
above, Q. is consistent and by construction, /—(P — Q)/s €
Oy~ (in vK,, with overline and s = 0). Suppose Qy is inconsist-
ent. Then there is some Ay, such that Q- U{Py,—Q} &, /A/y

and Q- U{P¢,—Q} K& \—A\. So reason as follows,

I Qk*

2 Pt A (gr HI*)

3 =Q, A (¢, E)

4 JAL from Qi U{P,,—Q,}
5 N—AN, from Qi U{Py,—Qy}
6| | Qs 3-5E

7 \P — Q\s 2-6 —Ix

where, by construction, t is not in Q- and for VN,, \P — Q\ is
without overline and s = 0. So Q-+ KX, \P — Q\g; but /—(P —
Q)/s € Qyx; 50 Oy Ky /(P — Q)/s; so Q-+ is inconsistent.
This is impossible; reject the assumption: Qy is consistent.

For any i, Q; is consistent.

L7.6 If Ty is consistent, then I is consistent.
Reasoning parallel to L2.6 and L6.6.

L7.7 If Ty is consistent, then I is a scapegoat set for (—)k,, (—)ng, (—)k.,
and (—)n, -

For (—)k, and (—)n,. Suppose I is consistent and " K, /—=(P —
Q)/s. By L7.6, T is consistent; and by the constraints on subscripts, s is
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L7.8

included in T”. Since I is consistent, I'" t4  \=—(P — Q)\g; so there is
a stage in the construction process where Qi+ = Qi1 U{/—~(P — Q)/s}
and Q; = Q- U{P¢,/—Q/+}; so by construction, Py € " and /—Q/¢ € T’;
so " Ky Prand I S, /—Q/¢. So I" is a scapegoat set for (—)k, and
(—)n, —where the argument for (—)n, assumes s = 0.

For (—)k, and (—)n,. Suppose I} is consistent and I K., /—(P —
Q)/s. By L7.6, T is consistent; and by the constraints on subscripts, s is
included in . Since I’ is consistent, I’ 12 \—=—(P — Q)\s; so there is
a stage in the construction process where Qi = Qi1 U{/=(P — Q)/s}
and Q; = Qi+ U{Pt,—Qy}; so by construction, Py € " and ~Q, € I"; so
I e x Prand TV B — Q4. So I is a scapegoat set for (— )k, and (—)N,
—where the argument for (—)n, assumes /—(P — Q)/s is with overline
and s = 0.

We construct an interpretation I = (W, N, N, h) based on I as follows.

vKy: For the K systems, let W have a member w; corresponding to

each subscript s included in I". Then set N = N = W and
how, (/p/) = 1iff TV K2 /p/s.

UN4: Let W have a member w; corresponding to each subscript s in-
cluded in T". Then set N = N = {wol}; hy, (/p/) = 1iff I K,
/p/s;and for s # 0, hy, (/A — B/) =1iff I" K} /A — B/s.

UN,: Let W have a member wg corresponding to each subscript s in-
cluded in I". Then set N = {wo} and N = &; h,, (/p/) = 1iff

M R /P s haw, (P — Q) = 1iff IV 12, (P — Q),; and for s # 0,
hw. (A — B) =1iff " K:, (A — B).

If Ty is consistent then for (W, N, N, h) constructed as above, and for
any s included in I, h,,, (/A/) = Tiff I %, /A/s.

Suppose Iy is consistent and s is included in . By L7.4, I is s-maximal.
By L7.6 and L7.7, T is consistent and a scapegoat set for the different
conditionals. Now by induction on the number of operators in /A/s,

Buasis: 1f /A/s has no operators, then it is a parameter /p/s and by con-
struction, h,, (/p/) = Tif " B, /p/s. So hw, (/A7) = 1 iff
MR A

Assp: For any i, 0 < i <k, if /A/; has i operators, then h,, (/A/) =1
T 1 /A

Show: 1f /A/s has k operators, then h,, (/A/) = Tiff 7 K, /A/s.
If /A/s has k operators, then it is of the form /—=P/s, /P A Q/s,
/PV Q/s or /P — Q/s, where P and Q have < k operators.

(—) /A/s is /=P/5. (i) Suppose h,y (/A/) = 1; then h,, (/—P/) = T;

so by Hvu(=), h,, (\P\) = 0; so by assumption, " 4 = \P\g;
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so by s-maximality, I'" 1%, /—P/s, where this is to say, I'" K},
/A/s. (i) Suppose I i, /A/s; then I K5 /—P/; so by con-
sistency, I 145, \P\s; so by assumption, h,, (\P\) = 0; so by
Hv(-), hy, (/—P/) = 1, where this is to say, h,, (/A/) = 1. So
o, (/A7) = Tiff T 15, /A/s.

N

V)

(=) /A/sis /P — Q/s. () Suppose hy, (/A/) = 1but IV A, /A/;

then h,, (/P — Q/) = 1, but I 14, /P — Q/; from the latter,
by s-maximality, I’ 5, \—(P — Q)\s.

vK4: In this case, N = N = K; so wg € /N/. Since I is a
scapegoat set for (—)x,, there is some t such that I =, |
Py and I 1, \~Q\y; from the latter, by consistency,
I A, /Q/t; so by our assumption, h,, (P) = 1 and
hw, (/Q/) = 0; so since ws € /N/, by Hu(—)4, hyy (/P —
Q/) = 0. This is impossible; reject the assumption: if
hy (/A7) =1, then TV K, /A/s.

UNy: In this case, when s = 0, wg € /N/ and reasoning is as
above. Otherwise, by construction, if h,, (/A/) =1 then
I /A .

vK,: In this case, N = N = K; sows € /N/. Since I’ is a scape-
goat set for (—)x,, there is some t such that I'" =}, Py
and I" B, —Qy; from the latter, by consistency, I H&, .
Q¢; so by assumption, h,, (P) = 1 and h,,, (Q) = 0; so
since wg € /N/, by Hu(—)s, hy, (/P — Q/) = 0. This is
impossible; reject the assumption: if h,, (/A/) = 1, then
[N .V

UN,: In this case, when s = 0 and /P — Q/ is without over-
line — so that \—=(P — Q)\is =(P — Q) —ws € /N/ and
reasoning is as immediately above. Otherwise, by con-
struction, if hy, (/A/) =1 then I B, /A/s.

So in any of these cases, if hy, (/A/) =1 then " 5, /A/s.
(i) Suppose " K5, /A/s but hy, (/A/) = 0; then I K /P —
Q/s but hyy, (/P — Q/) = 0.

vK4: From the latter, by Hu(—)4, there is some w¢ € W such
that h,, (P) = 1 and h,, (/Q/) = 0; so by assumption,
M R, Prand " 145, /Q/; so by s-maximality, I =,
\=Q\¢. So by reasoning as follows,
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UN4:

vK,:

UN.:

|

2| | /P— Q/s A, D

31 | Pe from I

4| |/Q% 2,3 —E4

51 [ \VQ\ from I

6| \—(P — Q)\ 2-5 -1
M R, \7(P — Q)\s; so by consistency, I 14, /P —

Q/s. This is impossible; reject the assumption: if I
/A/s then hy, (/A/) =1.
When s = 0, the reasoning is as above. Otherwise, by
construction, if " =% /A/g, then hy, (/A/) = 1.
From the latter, by Hv(—),, there is some wy € W such
that h,, (/P/) = 1 and h,, (/Q/) = 0; so by assump-
tion, " K4, #/P/¢and T 15, /Q//+; so by s-maximality,
" ik, Y~Q\t. So by reasoning as follows,

| I
2 /P — Q/s A, D

3| | 7P/ from I
4| | 7Q7y 2,3 —Ex
s [ N=Q\ from I

6| \—=(P— Q)\s 2-5—1

I" K. \=(P — Q)\s; so by consistency, I 145, /P —
Q/s. This is impossible; reject the assumption: if " K,
/A’ then hy, (/A/) =1.
When s = 0and /P — Q/ is without overline, the reason-
ing is as immediately above. Otherwise, by construction,
if " 1%, /A/s then hy, (/A/) = 1.

So in any of these cases, if " I}, /A/s then h,, (/A/) =
1. S0 h, (/A/) = 1iff " 1t /A/s.

For any Ag, hy, (/A/) = Tiff I}, /A/s.

L7.9 If Ty is consistent, then (W, N, N, h) constructed as above is an vX in-

terpretation.

This is immediate, by construction.

Map For any ws € W, set m(s) = ws; otherwise m(s) is arbitrary.

L7.10 IfTy is consistent, then hy, () = 1.

Reasoning parallel to L2.10 and L6.9.

Main result: Suppose I =, A but ' t4 A. Then Iy =% Ao but Iy 45, Ap. By
(DN), if Ty Kx = Ao, then Ty Ky Aos so To A == Ao; so by L7.2, To U{—=Ao}
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is consistent; so by L7.9 and L7.10, there is an vX interpretation (W, N, N, h),,
constructed as above such that h.,(Ip U{—Ap}) = 1; so hmo)(mA) = 1; so
by Hu(—), hyy(0)(A) = 0; so hin(lo) = 1 and hyy0)(A) = 0; so by VuX*,
To &k Ao. This is impossible; reject the assumption: if I' =, A, then T, A.

8 MAINSTREAM RELEVANT LOGICS: Bx (CH. 10,11)

The treatment here for Priest’s chapter 11 is minimal: there are only resources
for CK first introduced in chapter 11, not chapter 10. I abandon the four-
valued approach from previous sections, and follow Priest in developing the
star-semantics on its own terms.’

8.1 LANGUAGE / SEMANTIC NOTIONS

LBx The vocABULARY consists of propositional parameters po,p1 ... with
the operators, —, /\, V, —, (and >). Each propositional parameter is a
FORMULA; if A and B are formulas, so are —A, (AAB), (AVB), (A — B)
and (A > B). A D B abbreviates ~A V B, and A = B abbreviates (A D
B)A(BDA).

IBrx Without >’ in the language, an INTERPRETATION is (W, N, R, %, v) where
W is a set of worlds; N is a subset of W; R is a subset of W3 = WxWxW;
* is a function from worlds to worlds such that w** = w; and v is a
function such that for any w € W and p, vy, (p) =1 or vy, (p) = 0. As a
constraint on interpretations, we require also,

NC Foranyw € N, Rwxy iffx =y

Where x is empty or indicates some combination of the following con-
straints,
(C8) If Rabc, then Rac*b*

(Co) If there is an x such that Rabx and Rxcd then there is a y such
that Racy and Rbyd

(C10) If there is an x such that Rabx and Rxcd then there is a y such
that Rbcy and Rayd

(C11) If Rabe then Rbac
(C12) If Rabc then there is an x such that Rabx and Rxbc
(Cr3) If Rabx and Rxcd then Racd

"The four-valued approach does apply to some of these logics. But it is complicated consid-
erably (as we have already begun to see with the double normal worlds for vX, of the previous
section), and the approach does not apply to all the logics. For details, see {9, 8}, and for related
derivations along the lines of the four-valued approach from this paper my [11]. As I suggest, this
incapacity may be related to motivations for systems like DW which do not transfer naturally to
stronger systems like TW, RW and especially R.
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(=) IfRabc then () if va(p) =1, thenv.(p) = 1, and Gi) if ve« (p) =1,
thenvq:(p) = 1.

(W,N,R, *,V) is a Bx interpretation when it meets the constraints from
x. System B has none of the extra constraints; Bpw is Bcg; Brw is
Bcs—c10; Brw is Beg—c11; Bris Bes—c12;and Bek is Beg—c11,c13,<-

IBcx When >’ is in the language, an interpretation is (W,N,R {Ra | A €
J},*,v), where J is the set of all formulas and Ra is a subset of W?2.
Condition NC remains in place, but none of C8 - C13 or (<). That is
all for B¢ (what Priest calls Cg). Where fa (w) = {x € W |wRax}, and
Al ={x € W|v,,(A) =1}, Bc+ adds the constraints,

(1) Foranyw € N, fa(w) C [A]
(2) Foranyw € N, ifw € [A], thenw € fa(w)

TB For complex expressions,

) vw(—A) =T if vy« (A) =0, and 0 otherwise.

AN) viw(AAB) =1ifv,,

VM) vw(AVB) =T1ifv,

(—) vw(A — B) = 1 iff there are no x,y € W such that Rwxy and
Vx(A) =1butvy(B) =0.

(>) v (A > B) =1 iff there is no x € W such that wRax and vy (B) =
0.

(A) =1 and v, (B) = 1, and 0 otherwise.
(A

) =1o0rvy,(B) =1, and 0 otherwise.

For a set T" of formulas, v, (T') = 1 iff vi,(A) = 1 for each A € T; then,

VBx T kK, A iff there is no Bx interpretation (W, N, R, *,v) / (W,N,R {Ra |
A € T}, %,v) and w € N such that v, (T") = 1 and v, (A) = 0.

8.2 NATURAL DERIVATIONS: NBx

Allow subscripts of the sort i and i#. Where s is a subscript i or i, 5 is the
other. Say s is “introduced” as a subscript when either s or 5 is a subscript. For
subscripts s, t, u allow also expressions of the sort s ~ t, s.t.uand Ag . Let
P(s) be any expression in which s appears, and P(t) the same expression with
one or more instances of s replaced by t.

R PS _‘l P§ _‘E _‘P§
P
) Qq Q:
—Q¢ ~Q¢
—P, P,
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Al Py AE | (PAQ)s AE | (PAQ)s
Qs
Ps Qs
(PAQ)s
VI | P, VI | P, VE| (PV Q).
Ps
(PVQJs (QVP)s
Ry
Dl| | Ps DE| (PDQ)s
Ps | Qs
Qs
P> Q) < R,
Ry
=I Ps =E | (P=Q)s =E|(P=Q)s
Ps Qs
o Qs P
Qs
Py
(P=Q),
—l s.tu —E | s.tou Al stu £E | =(P—Q)s
Py (P—Q)s Py stu
Py —~Qu Py
~Qx
Qu
u —(P — s
P QL © o
where t and u are not introduced Rv
in any undischarged premise or
assumption Rv

where t and u are not introduced
in any undischarged premise or
assumption or by v

ol |s~t OE | 0.s.t ~ ~E|s~t s~t
P(s) P(s)

0.s.t s~t s~s
P(t) P(t)

These are the rules of NB, where DI, DE, =I, =E and, as we shall see, 41 and
+E are derived. With s ~ t, we can introduce s ~ s by ~I, and then get t ~ s
by ~E; so informally, we let ~E include also a derived rule that reverses order
around ‘>’ — using s >~ t to replace some instance(s) of t (t) with s (5). As usual,
subscripts are 0 or introduced in an assumption that requires new subscripts
(and similarly for the following). To make things easier to follow; cite lines for
—E only in the order listed above: first access, then the conditional, then the
antecedent.

For relevant systems NB,, include rules from the following as appropriate.
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AMS8 | s.t.u AM9 | s.t.x AM10 | s.t.x AMI11 | s.tu
XLV PRTRY
st RVRY] tuy t.su
ty.v s.y.v
Py Py
Py Py
AM12 | s.t.u AM13 | s.t.u AM=< | s.tu AM=< | s.tu
s.t.y wv.w Ps Pz
y.tu
S.V.W P. Ps
Py
Py

For AM9, AMi1o and AMiz2, y is not introduced in any undischarged premise
or assumption, or by w. Note that the right-hand version of AM= is a derived
rule in NBck: from s.t.u it follows by AMir that t.s.u; and from AMS that
t..s; so from AMir that U.t.5; so from Py by the left-hand version that Ps.

For the systems NBc _ revert to the rules of NB. Then add >I and >E. As
we show just below; #I and #E are derived.

> Ps/t >E | (P> Q)s #1'| Ps/t #E|—(P>Q)s
Ps/t —Q¢ Ps/t
© Q (P>Q) -
(P> Q)s ‘ ’
where t is not introduced in any Ru
undischarged premise or assump-
tion Ru

where t is not introduced in any
undischarged premise or assump-
tion, or by u

As before, corresponding to constraints (1) and (2) for the C* system, are AMP:
and AMP2, now restricted to apply just at the normal world o.

AMp1 PO/t AMp2 Po
Py Po/o

Where T is a set of unsubscripted formulas, let Iy be those same formulas,
each with subscript o. Then,

NBx I'k

s A iff there is an NBx derivation of Ay from the members of .

Derived rules carry over much as one would expect. Thus, e.g.,

MT | (P2 QJs NB | (P=Q)s (P=QJs DS | (PVQ)s (PVQJs
—Qs —Ps —Qs —Ps —Qs
ﬁ]DS “QS ﬁ])S QS PS
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Impl (PD>Q)s <> (—PVQ)s
(P2 Q)s <> (PVQ)s

As examples, 41, ~AE, #1 and #E are derived rules in NBy and NBcy.

Yad AE
I|stu P 1|—(P— Q) P
2 P[ P 2 "RV A (C, “E)
3 :Qﬁ P * )
3 s.tu A (g, —1
4| | (P=Q)s Af,~D ©
4 | Mt
5 Qu 1,4,2 —E 5 A (¢, —E)
6 —Qx 3R
7| ~(P— Qs 4-6 1 with 1,3,4,5
6 as for ~£E
7 2R
8 5-7—E
9 3-8 =1
10 1R
11 2-10 ~E
o #E
Ps/¢ p ! P
2 :QT P 2 A (c,—E)
3 (P > Q)? A(C, ﬁI) 3 A@, >I)
4| | Q 13>E
4 A (c,—E)
51 | Qg 2R
6|=(P>Q)s 3-5 1 with 1,3,4
5 as for #E
6 2R
7 4-6"E
81 | (P>Q)s 3-7>1
9| |~(P>Q)s IR
10 | Ry 2-9 ~E

Note the way overlines work (much the way slashes worked before). For 4E,
note that the application of —I depends on the restriction that t and u are not
introduced by v; and similarly, for #E the application of >I depends on the
restriction that t is not introduced by u.

As further examples, here are a few key results that parallel ones from
Priest’s text.
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A3

[

[« WY T NN

As

[

O 0 O\ wn W

10
II

12
13
Rs

W N

O o N A

10

II

Fuge (AAB) — A

0.1.2
(AAB)

Aq
1~2
Az
(AAB) — Ao

FNBX [[A —B)A (A — C)} — [A — (B/\Cﬂ

0.1.2
[(A—=B)A(A = C)y

234
Az

1~2

134

(A — B

(A — C)

By

Cs

(BAC)4

[A— (BAC):

((A—=B)A(A—C) —[A— (BAC))

(A — —B) K, (B— —A)
(A — “B)o

0.1.2

B

| As

2# ~ Q#
0.2# 2#
—B,4
1~2
B2

—A,

(B ——A)o
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3,4 ~E
1-5§ —I

A —D

A g, —D

1o0E

3,5 ~E

2 AE

2 AE
6,7,4 —E
6,8,4 —E
9,10 AL
3-11 —1

1-12 —I
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A9

v A~ wN

O 0o

I0

11
12
13
4
15
16

[

O oo

10
I
12
13
14
15
16

R

Fus (A —B) = [(B—C) — (A — C)]

0.1.2
(A —B)

234
(B—Cls

45.6

As

1~2

(A — B);
2.5.7
3.7.6

B
Ce
Ce
(A — Cls
[(B—C)—(A—C)
((A—=B) = I[(B—C)—(A—Cl

(FA—=A)— A

0.1.2
(—A — A);

_‘AZ i

0.27.1%
0.2%.3
3.27a7#

3.1.2

1.3.2

1.2%# 3%

A3 ”

2# ~ 3

Az

Az

—A,

Az

(A — A) — Ao
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A g, —D

A g, —D

Ag, —D

1 oE
2,7 ~E
A (g,3,5 AM9)

9,8,6 —E
10,4,11 —E
3,5,9-12 AM9
5-13 —1

3-14 —1

1-15 —1

A (g, —D

A (,—B)

1 AMS
A (g, 4 AM12)

6 AMS

7 AM11

8 AMS

9,23 —E
soE

10,11 ~E
4,5-12 AM12
3R

3-14 —E

1-15 —1
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A13 K A— (B—A)

1| |0.1.2 A g, —D
2 A]

3 234 A g, —D
4 Bs

1 1.0.2 1 AM1x
6 134 5,3 AMi3
7 Ay 2,6 AM<
8 (B— A), 3-7 —1
9|[A—(B—A) -8 —I
Fuse (AVB)— ((A—B)—B)

1| |0.1.2 A g, —D

2| [(AVB)

3 234 A (g, —D
4 iA — B);

5 Aq A (g, 2 VE)
6 1~2 1oE

7 Az 5,6 ~E

8 324 3 AM11

9 By 8,47 —E
10 B, A(g,2VE)
11 1.0.2 1 AM1x

12 134 11,3 AM13
13 B4 10,12 AM=
14 By 2,5-9,10-13 VE
5| | ((A—=B)—B) 3-14 —I
16 | ([AVB)— ((A— B)— Bl 15 —1

83 SOUNDNESS AND COMPLETENESS

Preliminaries: Begin with generalized notions of validity. For a model (W, N, R,
%, v) or (W,N,R {Ra | A € T}, ,v), let m be a map from subscripts into W such
that m(0) € N and m(s) = m(s)*. Say (W,N,R,*,v);n and (W,N,R,{Ra | A €
T}, %, v)m are(W, N, R *,v) and (W,N,R {Ra | A € T}, x,v) with map m. Then,
where I" is a set of expressions of our language for derivations, v, (I') = 1 iff for
each Ag € I, vy (5)(A) =1, foreach s ~t € I', m(s) = m(t), foreachs.tueT,
(m(s), m(t),m(u)) € R, and for each A;,y € T, (m(s),m(t)) € Ra. Unless
otherwise noted, reasoning is meant to be neutral between interpretations of
the different types. Now expand notions of validity to include subscripted
formulas, and alternate expressions as indicated in double brackets.

VBx* T Ag [s ~ t/s.t.u/Ag 4] iff there is no Bx interpretation with map m
where vin (T) = T but vy, (5)(A) =0 [m(s) # m(t) / (m(s), m(t), m(u)) &
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R/ (m(s), m(t)) & Ral.

NBx* T K As [s ~ t/s.tu/ Al iff there is an NBx derivation of A
[s~t/stu/Ag,] from the members of T.

These notions reduce to the standard ones when all the members of ' and
A have subscript 0 (and so are not of the sort s ~ t, s.t.u or A, /). For the
following, cases omitted are like ones worked, and so left to the reader.

THEOREM 8.1 NBx is sound: If T A thenT =, A.

L8x IfI' C Mand T K}, Ps [s ~ t/stu/Ag,l, then I = P [s ~
t/stu/Ag .

Suppose ' C I and T |55 P [s ~t /s.tu/ Ag ], but T P& Ps [s >t/
s.tu/Ag/¢]. From the latter, by VBx*, there is some Bx interpretation
with v and m such that v, (") = 1 but v, (5)(P) = 0 [m(s) # m(t) /
(m(s),m(t),m(u)) € R/ (m(s), m(t)) € Ral. But since vi,,(T") = 1 and
MC T, vin(l) = 1; s0 vin (') = 1 but vy (5)(P) = 0 [m(s) # m(t) /
(m(s),m(t), m(u)) & R/ (m(s),m(t)) € Ral; so by VBx* T" 4% P;
[s ~t/s.tu/Ag .. This is impossible; reject the assumption: if I' C I
and =5 Ps [s~t/stu/Ag ., then T’ |5 Ps [s ~t/s.tu/Ag .

Main result: For each line in a derivation let P; be the expression on line 1
and T be the set of all premises and assumptions whose scope includes line
i. We set out to show “generalized” soundness: if ' I, P then I |5 P. As
above, this reduces to the standard result when P and all the members of " are
formulas with subscript 0. Suppose I' ;. P. Then there is a derivation of P
from premises in I' where P appears under the scope of the premises alone. By
induction on line number of this derivation, we show that for each line i of this
derivation, I |5 P;. The case when P; = P is the desired result.

Basis: Py is a premise or an assumption A [s ~ t/s.t.u/Ag ). ThenTy ={Ag}
[{s ~ t} /{s.t.u} /{A; ¢ }]; so for any Bx interpretation with its v and m,
(1) = Tiff vip(5)(A) = 1 [m(s) = m(t) / (m(s), m(t), m(u)) € R/
(m(s), m(t)) € Ral; so there is no Bx interpretation with v and m such
that vin (T7) = 1 but vy, (5)(A) = 0 [m(s) # m(t) / (m(s), m(t), m(u)) &
R/ (m(s), m(t)) € Ral. So by VBx*, T 5 As [s ~ t/s.tu/ Agpl,
where this is just to say, I'1 55 P1.

Assp: Foranyi,1 <i<Xk, KL Pi.
Show: Ty 55 Px.

Py is either a premise, an assumption, or arises from previous lines by
R, AL, AE, VI, VE, —1, —E, —I, —E, ~I, ~E, oI, oF or, depending on
the system, AMS8, AM9g, AMio, AM11, AM12, AM13, AM=, >I, >E,
AMP:, or AMP.. If Py is a premise or an assumption, then as in the
basis, ¢ ;. Px. So suppose Py arises by one of the rules.
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®R)
(AD
(AE)
2y
(VE)
D

—E)
D

If Py arises by —I, then the picture is like this,

As
i B:
i| | 7Bt
k| -A,

where 1,j < k and Py is ~A;. By assumption, I = B¢ and I |55, —Byg;
but by the nature of access, I} C I'c U{Ag}and T C I U{As); so by L8.1,
M U{As} K By and Ik U{As) =5 —Bg. Suppose I F4 —As; then by
VBx*, there is a Bx interpretation with v and m such that v, (I) =1
but v, (5)(—A) = 0; so by TB(—), vy (s)«(A) = 1; so by the construction
of m, vium(A) = 1; 50 vin(Tk) = 1 and vy 5)(A) = 1; so vip (I U
{As])) = 1550 by VBx*,v;5y(1)(B) = Tand v, ) (—B) = 1; from the latter,
by TB(), v, (7)+(B) = 0; so by the construction of m, v, ()(B) = 0.
This is impossible; reject the assumption: Ty ;. —As, which is to say,
e 55 Py

If Py arises by —1I, then the picture is like this,

s.tu
At

i B.

k| (A — B)s

where i < k, t, u are not introduced in any member of ¢ (in any undis-
charged premise or assumption), and Py is (A — B),. By assumption,
Il . By; but by the nature of access, I C I U {s.t.u, A¢}; so by L8.1,
Mc U{s.t.u, At} 5 Bu. Suppose I 4 (A — B)s; then by VBx*, there
is a Bx interpretation with W, R, v and m such that v,y () = 1 but
Vin(s) (A — B) = 0; so by TB(—), there are x,y € W such that Rm(s)xy
and v (A) = 1 but vy (B) = 0. Now consider a map m’ like m except
that m’(t) = x, m'(t) = x*, m/(u) =y, and m’(u) = y*; since t and u
(along with t and 1) do not appear in [, it remains that v/ (Ik) = T;
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—E)

(=I)

(~E)

since Vx(A) = 1, v (¢)(A) = 1; and since Rm(s)xy, with m(s) = m’(s),
we have (m/(s), m/(t), m'(u)) € R; so vy (I U {s.t.u,A¢}) = 1; so by
VBx*, vy (B) = 1. But m’(u) = y; so vy (B) = 1. This is impossible;
reject the assumption: T ;. (A — B)s, which is to say, e = Px.

If Py arises by —E, then the picture is like this,

h|s.tu
i (A—B)s
| At

k| By

where h,1,j < k and Py is By,.. By assumption, ', 5 s.tu, I} = (A —
B)s and I} . A¢; but by the nature of access, I, C T, I C Ik and
I C T; so by L8.1, T =5 s.tou, Tk ;i (A — B)s and I ;. A¢. Sup-
pose ' ) By; then by VBx*, there is some Bx interpretation with W,
R, v and m such that v, () = 1 but v, (1) (B) = 0; since vir (Ii) =1,
by VBx*, (m(s), m(t), m(u)) € R, viy(s)(A — B) =T and vy, ()(A) = 15
since vy, (5)(A — B) = 1, by TB(—), there are no x,y € W such that
Rm(s)xy and vx(A) = 1 but vy (B) = 0; so since (m(s), m(t), m(u)) € R,
it is not the case that v, ()(A) = 1 and v,;(,y(B) = 0. This is im-
possible; reject the assumption: Iy |55 By, which is to say, I 55 Pk.

If Py arises by ~I, then the picture is like this,

k|ls~s

where Py is s ~ s. Suppose Ik F4: s ~ s; then by VBx*, there is a Bx
interpretation with v, and m such that v (Ic) = 1 but m(s) # m(s).
This is impossible; reject the assumption: T |55 s ~ s, which is to say,
e l:g; ka.

If Ay arises by ~E, then the picture is like this,

i|ls~t ils~t
j|Als) or k| A(3)
k[ A1) k| A(t)

where 1,j < k and Py is A(t) or A(t). By assumption, I} ;. s ~ t and
I =5 Als) / A(s); but by the nature of access, I} C 't and [ C Ty; so
by L8.1, Ik K s ~ t and 'k ;. A(s) / A(S). In the right-hand case,
A(s) is of the sort, A, u ~ v, uv.w or A, ,,, where one of u, v, or w
is 5. Suppose A(3) is Ag and T 4. Ag. Then by VBx*, there is some
By interpretation with v and m such that v (Tx) = 1 but v, () (A) = 0.
Since vin (Tx) = 1, by VBx*, m(s) = m(t) and v,;(5(A) = 1; since
m(s) = m(t), m(s)* = m(t)*; but by the construction of m, m(s)* =
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m(s) and m(t)* = m(t); so m(s) = m(t); so v, ()(A) = 1. This is
impossible; reject the assumption: e ;. Ag, which is to say, e 5 P.
And similarly in the other cases.

(oI) If Py arises by oI, then the picture is like this,
i|s~t
k|O0.s.t

where i < k and Py is 0.s.t. By assumption, I} |55 s ~ t; but by the
nature of access, [7 C TIy; so by L8.1, I'c . s ~ t. Suppose v F
0.s.t; then by VBx*, there is a Bx interpretation with W, N, R, v and
m such that v, (T) = 1 but (m(0), m(s), m(t)) & R; since vin (Tx) =1,
by VBx*, m(s) = m(t); and by the construction of m, m(0) € N; so by
NC, (m(0), m(s), m(t)) € R. This is impossible; reject the assumption:
M 55 0.s.t, which is to say, ¢ =5 Px.

(oE) If Py arises by oE, then the picture is like this,

i]0.s.t

kls~t

where i < k and Py is s ~ t. By assumption, I} ;. 0.s.t; but by the
nature of access, I1 C Ty; so by L8.1, I'c 5 0.s.t. Suppose I'c 4
s ~ t; then by VBx*, there is a Bx interpretation with W, N, R, v
and m such that v, (Tc) = 1 but m(s) # m(t); since vin () = 1, by
VBx*, (m(0), m(s), m(t)) € R; and by the construction of m, m(0) € N;
so by NC, m(s) = m(t). This is impossible; reject the assumption:
M 5y s >~ t, which is to say, I'c =, Pk.

(AMS) If Py arises by AMS, then the picture is like this,

i|s.tu
k|sut

where 1 < k and Py is s.w.t. Where this rule is included in NBx, Bx in-
cludes condition C8. By assumption, I} ;. s.t.u; but by the nature
of access, I C Ty; so by L8.1, I'c K5 s.tau. Suppose I'c Fr st
then by VBx*, there is a Bx interpretation with R, v and m such that
vim (M) = 1 but (m(s), m(uw), m(t)) ¢ R; since vy (Ik) = 1, by VBx*,
(m(s),m(t), m(u)) € R; so by C8, (m(s), m(u)*, m(t)*) € R; so by the
construction of m, (m(s), m(i), m(t)) € R. This is impossible; reject
the assumption: I |5, s.W.t, which is to say, I'c 5 Px.

(AMo) If Py arises by AMo, then the picture is like this,
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h|s.tx
il xuv
s.uy
ty.wv

i Aw
k| A

where h,1,j <k, y is not introduced in any member of I (in any undis-
charged premise or assumption) or by w, and Py is A,,,. Where this rule
is included in NBx, Bx includes condition C9. By assumption, 'y =5
s.t.x, I Hp xwvand I ;. A,; but by the nature of access, I, C Tk,
I CTNcand I C M U{s.uy, t.y.v}; so by L8.1, e K s.t.x, I i x.u.v
and N U {s.wy, t.yv} 55 A,. Suppose I'c 4 A,y; then by VBx*,
there is a Bx interpretation with W, R, v and m such that v, (I) = 1
but v, () (A) = 0; since vin (T) = 1, by VBx*, (m(s), m(t), m(x)) € R
and (m(x), m(u), m(v)) € R; so by Co, there is some z € W such that
(m(s),m(u),z) € Rand (m(t),z, m(v)) € R. Now consider a map m' like
m except that m’(y) = z and m/(y) = z*; since y (along with §) does
not appear in Iy, it remains that v,/ (T'c) = 1; and since m(s) = m/(s),
and similarly for t, uwand v, (m’(s), m’(u), m’(y)) € Rand (m’(t), m’(y),
m/'(v)) € R; 80 v (M U {s.wy, t.y.v}) = 15 so0 by VBX*, vy () (A) = 1.
But since y is not introduced by w, m’(w) = m(w); s0 vy () (A) = 1.
This is impossible; reject the assumption: ', = A,,, which is to say,
M 5 Pr.

(AMio)
(AMir)
(AMr2)
(AMi3) If Py arises by AMi3, then the picture is like this,

i]s.tu

i wvow

k|svw

where 1,7 < k and Py is s.v.w. Where this rule is included in NBx,
Bx includes condition C13. By assumption, I} |55 s.tu and I} K
w.v.w; but by the nature of access, 7 C I and I} C Ty; so by L8.1,
Me e s.tuand 5 K uv.w. Suppose I'c K4 s.v.w; then by VBx*,
there is a Bx interpretation with R, v and m such that vy, (I'x) = 1
but (m(s), m(v),m(w)) & R; since vin(Ix) = 1, by VBx*, we have
(m(s), m(t),m(u)) € Rand (m(u), m(v), m(w)) € R; and so by Cr3,
(m(s),m(v),m(w)) € R. This is impossible; reject the assumption:
e 55 s.v.w, which is to say, ¢ ;. Px.
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(AM=) If Py arises by AM=, then the picture is like this,

i]s.tu

j | As

k| Ay

where 1,j < k and Py is A,. In B¢k, where this rule is included in NBx,
Bx includes condition (=) along with C8, Crr and Ci13. By assumption,

N =

s.tu and I ;. Ag; but by the nature of access, [T C T and

I C s so by L8.1, I K s.t.uand Iy ;. As. Suppose T 4 Ay then
by VBx*, there is a Bx interpretation with v and m such that v, (T) =1
but vy, () (A) = 0; since vin (I) = 1, by VBx*, (m(s), m(t), m(u)) €
R and vy, (5)(A) = 1; But given Rabc, under current constraints, (i) if

Va(A)

= 1 then v¢.(A) = 1 and Gi) if ve«(A) = 1 then ve«(A) = 1.

Suppose Rabc.

Buasis:

Assp:

Show:

™)

N

V)
=)

A is a parameter p. (i) Suppose vq(A) = 1; then vq(p) = 1; so
by (), ve(p) = 15 so ve(A) = 1. (ii) Suppose v¢+(A) = 1; then
Ve (p) = 1; 50 by (2), vas (p) = 1550 va+ (A) = 1.

For any i, 0 < i < k, if A has i operator symbols then (i) if
va(A) =1thenv.(A) =1and (i) if ve« (A) = 1 then v+ (A) = 1.

If A has k operator symbols then (i) if vo (A) =1 then v¢(A) =1
and (i) if ve<(A) = 1 then vg«(A) = 1.

In this system we do not have > in the language. So if A has k
operator symbols, it is of the form =P, PAQ,PV Q,or P — Q
where P and Q have < k operator symbols.

A is =P. (i) Suppose vq(A) = 1; then vq(—P) = 1; so by TB(—),
va+(P) = 0; so by assumption, v¢«(P) = 0; so by TB(—), v¢ (—P) =
1; so vc(A) = 1. (ii) Suppose v¢«(A) = 1; then ve«(—P) = 1; so
by TB(—), v¢(P) = 0; so by assumption, v (P) = 0; so by TB(-),
Vax(TP) = 1380 vex(A) = 1.

Ais PA Q. () Suppose vq(A) = 1; then vy (P A Q) = 1; so by
TBN), va(P) = 1 and vq(Q) = 1; so by assumption, v¢(P) =1
and v¢(Q) = 1; so by TBN), ve(PA Q) = 1; s0 v (A) = 1. (i)
Suppose v¢+(A) = 1; thenve« (PAQ) = 1; 50 by TB(N), v+ (P) =1
and v+ (Q) = T; so by assumption, vg+(P) = 1 and vg+(Q) = T1;
so by TB(N), va+(PA Q) =T1;s0 vg«(A) = 1.

Ais P — Q. (1) Suppose vq(A) = 1 but vc(A) = 0; then v (P —
Q) =1 but v¢(P — Q) = 0. From the latter, by TB(—), there are
w,x € W such that Rcwx and v,,,(P) = 1 but v (Q) = 0. From
the former, by TB(—), there are no y,z € W such that Rayz and
vy(P) = 1 but v,(Q) = 0. But since Rabc and Rewx, by Ci3,
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Rawx; so it is not the case that vy, (P) = 1 and v (Q) = 0. This is
impossible; reject the assumption: if vq (A) =1, then v (A) = 1.
(i) Suppose v¢«(A) = 1 but v« (A) = 0; thenve- (P — Q) = 1 but
va+ (P — Q) = 0. From the latter, by TB(—), there are w,x € W
such that Ra*wx and vy, (P) = 1 but v« (Q) = 0. From the former,
by TB(—), there are no y,z € W such that Rc*yz and v (P) =1
but v,(Q) = 0. But since Rabc, by Ci1, Rbac; so by C8, Rbc*a*;
so by Cr1, Rc*ba*; so with Ra*wx, by Cr3, Re*wx; so it is not the
case that v, (P) = 1 and v, (Q) = 0. This is impossible; reject the
assumption: if v« (A) = 1, then vg«(A) = 1.

For any A, () if va(A) = 1 then v¢(A) = 1 and (i) if ve<(A) = 1 then
var(A) = 1.

So, returning to the main case, v, (,,)(A) = 1. This is impossible; reject
the assumption: [ |5 Ay, which is to say, I 55 Pk.

D
(>E) If Py arises by >E, then the picture is like this,

i| (A >B)s
j As/t

k | By

where 1,j < k and Py is B¢. By assumption, I 5/ (A > B)s and [ ;.
As/¢; but by the nature of access, [T C T and I C [Iy; so by L8.1,
M = (A > B)s and I =5, Ag/¢. Suppose I'c 45 By; then by VBx*,
there is some Bx interpretation with W, {Ra | A € J}, v and m such that
vin(lk) = 1 but v, ()(B) = 0; since vin(Ic) = 1, by VBx*, vy (5)(A >
B) =1 and (m(s), m(t)) € Ra; from the former, by TB(>), any w € W
such that m(s)Raw has v, (B) = 1; 50 v,y (1) (B) = 1. This is impossible;
reject the assumption: ¢ ;. B, which is to say, I« ;. Px.

(AMpy) If Py arises by AMP;, then the picture is like this,

1| Ao/t

kAt

where 1 < k and Py is A;. Where this rule is in NBx, Bx includes
condition (1). By assumption, I} |5}, A /¢; but by the nature of access,
I C N so by L8.1, T K5 Ao t. Suppose I (4 Ay; then by VBx*,
there is some Bx interpretation with N, {Ra | A € J}, v and m such that
vin(l) = 1 but vy (11(A) = 0; since vin(I) = 1, by VBx*, m(t) €
fa(m(0)); but by the construction of m, m(0) € N; so by condition (1),
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m(t) € [A]; 50 Vi (1) (A) = 1. This is impossible; reject the assumption:
e 5 At, which is to say, I =5 Px.

(AMp2) If Py arises by AMP:, then the picture is like this,

il Ao
k Ao/o

where i < k and Py is Ay 9. Where this rule is in NBx, Bx includes
condition (2). By assumption, I} K Ao; but by the nature of access,
I C T so by L8.1, I =5 Ao. Suppose T A5 Ag o; then by VBx*,
there is some Bx interpretation with N, {RA | A € J}, v and m such
that vin (I) = 1 but m(0) ¢ fa(m(0)); since vin (k) = 1, by VCx*,
Vim(0)(A) = 1; s0 m(0) € [A]; and by the construction of m, m(0) € N;
so by condition (2), m(0) € fa(m(0)). This is impossible; reject the
assumption: I f=5; Ao /o, which is to say, e 5 Px.

Forany i, I = Pi.

THEOREM 8.2 NBx is complete: if T =, A thenT K A.

Suppose I' ;. A; then Iy =5 Ao; we show that Ty Hj;, Ao. As usual, this
reduces to the standard notion. For the following, fix on some particular con-
straint(s) x. Then definitions of consistency etc. are relative to it.

Con T is cons1sTENT iff there is no Ag such that 'K, A and 'K, —As.

L8.2 If sis 0 or introduced in I, and T" 145, —Ps, then I' U {P} is consistent.

L8.3

Suppose s is 0 or introduced in I and T 14, —Ps but I' U {Ps} is in-
consistent. Then there is some A such that I' U {Ps} K, A¢ and
I'U{Ps} K —Ag. But then we can argue,

1| T

2| | P A, D

30 | A from I' U {P}
4| | A% from I' U {P,}
5| —Ps 2-4—1

where the assumption is allowed insofar as s is either 0 or introduced in
I'; so I' Ky —Ps. But this is impossible; reject the assumption: if s is 0
or introduced in " and T" £, —Ps, then I' U {P} is consistent.

There is an enumeration of all the subscripted formulas, P; P, ... In
addition, there is an enumeration of these formulas with access rela-
tions s.t.u and with pairs of the sort s.t.u / w.v.w.

Proof by construction.
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Max T is s-MaXIMAL iff for any A either I' i, A or ', —As.

ScT TisasCAPEGOAT set for — iff for every formula of the form —(A — B)s,

C(r)

if ' Ky,. =(A — B)s then there are y and z such that ' K}, S.y.z,
I, Ay and TR, —Bs.

I"is a SCAPEGOAT set for > iff for every formula of the form —(A > B)s,
if I' K. —(A > B)s then there is some y such that I' K, Ag/, and

NBx

[ 5. ~By.

NBx

I"is a SCAPEGOAT set for C9/Cro iff for any access pair s.t.u / w.v.w, if
IS, s.itowand T HE, uw.v.w, then there is a y such that 'Y, s.v.y and

I, tyw,and a z such that ', tv.zand T’ s.zow.

I"is a SCAPEGOAT set for Ci2 iff for any access relation s.tau, if ' H;,
s.t.u, then there is ay such that T B}, s.t.yand ' B, y.tau.

For I with unsubscripted formulas and the corresponding Iy, we con-
struct I as follows. Set Qo = Iy. By L8.3, there is an enumeration,
P1,P2 ... of all the subscripted formulas, together with all the access
relations s.t.u if C12 is in Bx, and pairs s.t.u/u.v.w if Cg and Cro are in
Bx; let €y be this enumeration. Then for the first expression P in &;_4
such that all its subscripts are o or introduced in Q;_1, let &; be like
&;_1 but without P, and set,

Q; =041 if Q;_7 U{P}is inconsistent
Qi =0Q; 1 U{P} if Q;_ 71 U{P}is consistent
and
Q; = Q- if P is not of the form —(P —
Q)s, (P > Q)s, s.tu /uvw,
or s.t.u
Qi = Qi U{5.y.z,Py,—Qz} if P is of the form =(P — Q)
Q; = Q4+ U{Pz,y,~Qg} if P is of the form —(P > Q);
Q; = Qi U{svy, tyw,tv.z, s.zw} if Pis of the form s.t.u/uwv.w
Qi = Qi U{s.ty,y.t.u} if P is of the form s.t.u
-where y and z are the first subscripts not introduced in Q;-
then

M= Ugo Q4

Note that there are always sure to be subscripts y and z not in Q- inso-
far as there are infinitely many subscripts, and at any stage only finitely
many expressions are added — the only subscripts in the initial Q¢ be-
ing 0. Suppose s is introduced in I"'; then there is some Q; in which it
is first introduced; and any expression P; in the original enumeration
that introduces subscript s is sure to be “considered” for inclusion at a
subsequent stage.

L8.4 For any s introduced in I, T is s-maximal.
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L8.5

Suppose s is introduced in " but I is not s-maximal. Then there is
some A such that IV £, A and I 145, —As. For any i, each member
of Qi _jisinT’;soif Qi1 Ky, ~Asthen IV HS, —Ag; but IV B, —Ag;
so Qi1 KAy, —As; so since s is introduced in I, by L8.2, I" U {A} is
consistent; so there is a stage in the construction that sets Qi+ = Q;_ ;U
{As}; so by construction, Ag € I'; so I" K5 As. This is impossible;
reject the assumption: I is s-maximal.

If T is consistent, then each Q; is consistent.

Suppose I is consistent.

Buasis:
Assp:
Show:

@

(iD)

(iii)

@iv)

Qg =T, and Iy is consistent; so Qg is consistent.

For any i,0 <1i <k, Q; is consistent.

Qy is consistent.

We know that Qy is either () Q_1, (i) Q+ = Qy_7 U{P}, (D)
Qk* U{gy Z, Py ) _'Qf}y (IV) Qk* U{PE/y ’ _‘QU}’ (V) Qk* U{S.V.y, ty W,
tv.z, s.zw}, or (vi) Qi+ U {s.t.y,y.t.u}.

Suppose Qy is Q1. By assumption, Q7 is consistent; so Qj
is consistent.

Suppose Qy is Q- = Qy_1 U{P}. Then by construction, QiU
{P} is consistent; so Qy is consistent.

Suppose Qy is Qk- U{5.y.z, Py, ~Qz}. In this case, as above, Qy.
is consistent and by construction, —=(P — Q)s € Qy-. Suppose
Q) is inconsistent. Then there are A, and —~Ax such that Q-+ U
{5.y.z, Py, —Qz} K Ax and Q- U{s.y.2, Py, —Qz} K& ~Ax. So
reason as follows,

1| Qpx

2 S.y.z A (g, -0

30 | Py

4 —Qz A (,—E)

5 Ay from Q~ U{3.y.z, Py, ~Qz}
6 —Ax from Q-+ U{5.y.z,Py,~Qz}
7 Q: 4-6 —-E

8| (P—Q)s 2-7 —1

where, by construction, y and z are not introduced Qg-. So
Qs K, (P — Q)s; but =(P — Q)s € Qx+; 50 Oy K, —(P —
Q)s; so Q- is inconsistent. This is impossible; reject the as-
sumption: Qy is consistent.

Suppose Qy is Oy« U {P5,,,~Qy}. In this case, as above, Oy,
is consistent and by construction, —(P > Q)s € Qy-. Suppose
Qy is inconsistent. Then there are A, and —~Ax such that Q.+ U
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W)

(vi)

{Ps/y, "Qy} Rl Ax and Qi+ U {Pg/y,, ~Qy} K —Ax. So reason
as follows,

I Qk*

2 Ps/y A (g, >I)

3 "Qﬁ A (C, “E)

4 Ay from Q- U{Psy, ~Qy}
5 —-Ax from Oy~ U{Ps/y, ~Qg}
6] 1Qy 3-5E

81 (P>Q)s 2-6 >1

where, by construction, y is not introduced Qy-. So Q- K,
(P > Q)s; but =(P > Q)s € Qk+; 50 Qi+ K, =(P > Q)s; 50 Qi+
is inconsistent. This is impossible; reject the assumption: Qy is

consistent.

Suppose Qg is Q- U {s.v.y,t.y.w,tv.z,s.zzw}. In this case, as
above, Qy is consistent and by construction, s.t.u, u.v.w € Qy-.
Suppose Qy is inconsistent. Then there are A, and —Ax such
that Q- U{s.v.y, t.y.w, tv.z, s.zwl B A, and in addition, QU
{sv.y,tyw,tv.z, s.zw} K —Ax. So reason as follows,

I Qk*

2 |stu member of Qy«

3| wvw member of Q.

4 ERYAY] A (g, AMo)

5 tyw

6 tvz A (g, AM10)

7 S.ZW

8 (A—)A)o A(C, _‘I)

9 Ay from Oy« U{s.v.y,tyw,tv.z, s.zw}
10 —Ax from Q.+ U{s.v.y,t.yw,tv.z,s.zw}
II (A — A)px 8-10 —1

12 (A = A)px 2,3,6-11 AM1o

13| ~(A = Aoz 2,3,4-12 AMo9g

where, by construction, y and z are not introduced Qy-. So

Oy K, (A — A)gx; but K, (A — A)p; so Q- is inconsist-
ent. This is impossible; reject the assumption: Qy is consistent.
Similarly.

For any i, Q); is consistent.

L8.6 If Ty is consistent, then I' is consistent.

Suppose Ty is consistent, but I is not; from the latter, there is some
Ps such that I'" K5, Pg and I’ K, —Ps. Consider derivations D1 and
D2 of these results, and the premises P; ... P; of these derivations. By

“Natural Derivations for Priest, An Introduction to Non-Classical Logic”, Australasian Journal of Logic (5) 2006, 47-192


http://www.philosophy.unimelb.edu.au/ajl/2006
http://www.philosophy.unimelb.edu.au/ajl/

http://www.philosophy.unimelb.edu.au/ajl/2006 160

L8.7

construction, there is an Qi with each of these premises as a member;
so D1 and D2 are derivations from Qy; so Qy is not consistent. But
since I is consistent, by L8.5, Qy is consistent. This is impossible;
reject the assumption: if Iy is consistent then I is consistent.

If Ty is consistent, then I is a scapegoat set for —, > and, in the appro-
priate systems, for C9/C1o and Cr2.

For —. Suppose I} is consistent and " K5 —(P — Q)s. By L8.6,
I is consistent; and by the constraints on subscripts, s is introduced
in . Since I'" K, —=(P — Q)s, " has just the same consequences as
I"U{=(P — Q)s}; so I"U{—(P — Q)] is consistent, and for any Q;, Q; U
{=(P — Q)s} is consistent. So there is a stage in the construction pro-
cess where Qi+ = Qi1 U{—(P — Q)s} and Q; = Qj- U{5.y.2, Py, —~Qz};
so by construction, 5.y.z,Py,~Qz € I; so I" K4, S.y.z, I" Ky, Py and
I Hise —Qz. So T is a scapegoat set for —.

For >. Suppose I} is consistent and " ;. —(P > Q)s. By L8.6, I’
is consistent; and by the constraints on subscripts, s is introduced in
. Since I'" K. —(P > Q)s, I has just the same consequences as " U
{=(P > Q)sk so " U{=(P > Q)] is consistent, and for any Q;, Q; U
{—(P > Q)s}is consistent. So there is a stage in the construction process
where Qi+ = Qi1 U{—=(P > Q)s} and Q; = Qj+ U {P5,y,~Qgy}; so by
construction, Ps,,,,~Qy € ;50 " K, Ps/yy and I’ ;. —Qy. So T is a
scapegoat set for >.

For Cg/Cro. Suppose I} is consistent, I K, s.tawand I K, w.vow.
By L8.6, I is consistent; and by the constraints on subscripts, s, t, u, v
and w are introduced in . Since I'" K, s.t.u, and I’ B, w.v.w, T’ has
just the same consequences as I'" U {s.t.u, u.v.w} so I" U {s.t.u, u.v.w}is
consistent, and for any Q;, Q; U{s.t.u, u.v.w} is consistent. So there is a
stage in the construction process where Q- = Q;_7 U{s.t.u, u.v.w} and
Qi = Qi+ U{s.vy, t.yw,t.v.z,s.zw}; so by construction, s.v.y, t.y.w,
tv.z, s.zw € ' so there is a y such that I 5, sv.yand I B, t.y.w,
and there is a z such that I" K}, tv.z and " S, s.zw. So I is a

scapegoat set for C9/C1o. And similarly for Crz.

We construct an interpretation Igx = (W,N,R,*,v) or (W,N,R,{Ra |
A € TJ},*,v) based on I as follows. Let W have a member wg corres-
ponding to each subscript s introduced in I, except that if [" =, s ~t
then wg = w¢ and wg = wy (we might do this, in the usual way, by be-
ginning with equivalence classes on subscripts). Then set N = {wp};
(ws,wi,wy) € RIff T7 Ky st (ws,wy) € Ra iff T7 K, Ag/
* = {(ws,ws) | s is introduced in I'}; and vy, (p) = Tiff TV K, ps.

Note that the specification is consistent: Suppose ws = wy; then by
construction, I" K5, s ~ t;soby ~E, " 5 ps iff 7 Bl pi; so v, (p) =
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L8.8

Vi, (p); and similarly in other cases. Also, the *-function has the right
form, as s, s are introduced in pairs, and (W, W 4 ) € *iff (W, W) € *.

If Ty is consistent then for Iz, constructed as above, and for any s in-
troduced in I, vy, (A) = Tiff TV i, As.

Suppose T} is consistent and s is introduced in I". By L8.4, I is s-
maximal. By L8.6 and L8.7, I is consistent and a scapegoat set for —
and >. Now by induction on the number of operators in Ag,

Buasis: If A has no operators, then it is a parameter p and by construc-
tion, vy, (p) = Tiff " Ky, ps. So v, (A) = Tiff 7 K, As.

Assp: For any i, 0 < i < k, if A has i operators, then v,, (A) = 1 iff
IS As.

Show: If A has k operators, then vy, (A) = Tiff 7 K, As.
If A has k operators, then it is of the form —P, (P A Q)s, (P V
Q)s, (P — Q)s, or (P > Q)s where P and Q have < k operators.

(—) As is =Ps. (@) Suppose vy, (A) = 1; then vy, (—P) = 1; so by
TB(—), vw:(P) = 0; so by construction, v,,.(P) = 0; so by as-
sumption, It Ps; so by s-maximality, I K, —Ps, where this
is to say, I'" K, As. (i) Suppose I Hi,. As; then I K, —Pg; so
by consistency, I'" I, Ps; so by assumption, v,,_(P) = 0; so by
construction, vy, (P) = 0; so by TB(—), vy, (—P) = 1, where this
is to say, vy, (A) = 1. So vy, (A) = TifF T i, As.

N
M)

(=) Asis (P — Q)s. () Suppose vy, (A) = 1 but I'" 14, As; then

Vi, (P — Q) = 1 but I'" t4, (P — Q)s. From the latter, by s-
maximality, I'" K3, —(P — Q)s; so, since I is a scapegoat set for
—, there are some y and z such that I" K}, s.y.z, " K, Py, and
I" K. —Qz; from the latter, by consistency, I t4;. Q.; so by
assumption, vy, (P) = 1 and vy, (Q) = 0; but since I'" K, s.y.z,
by construction, (ws, Wy, w.) € R; so by TB(=), vy, (P — Q) =
0. This is impossible; reject the assumption: if v,,_(A) = 1 then
MK As.
(i) Suppose " K. Ag but vy, (A) = 0; then I’ K, (P — Q)s
but v, (P — Q) = 0. From the latter, by TB(—), there are
some w¢, Wy, € W such that (ws,w¢,wy) € Rand v, (P) =1
but vy, (Q) = 0; so by assumption, " K3, Py and I 45, Qu;
so by s-maximality, I’ K}, —Qx. Since (ws,w¢,wy) € R, by
construction, I Hj, s.t.u; so by reasoning as follows,
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)

|

2| [(P—Q)s A, D
3] |s.tu from I’
41 | Py from I’
511 Qu 3.2,4 —E
6| | Qx from I’
7| ~(P— Qs 2-6 1

I" K —(P — QJs; so by consistency, I 145, (P — Q)s. This is
impossible; reject the assumption: if " K, Ag thenv,, (A) = 1.
Sovw, (A)=Tiff " K}, As.

Ags is (P > Q)s. () Suppose vy (A) = 1 but " £, As; then
Vi (P > Q) = Tbut I" t4,, (P > Q)s. From the latter, by s-
maximality, I’ ;. —(P > Q)s; so, since I is a scapegoat set for
>, there is some y such that I 5, Py, and I K5, —Qy; from
the first of these, by construction, (ws,wy) € Rp; and from the
second, by consistency, I'" tA;, Qy; so by assumption, v, (Q) =
0; so by TB(>), vw, (P > Q) = 0. This is impossible; reject the
assumption: if vy, (A) =1 then " K, As.

(i) Suppose " K3, A but vy (A) = 0; then I" K, (P > Q)s
but vy, (P > Q) = 0. From the latter, by TB(>), there is a wy
such that (ws,wy) € Rp, and vy, (Q) = 0; so by assumption,
I 145, Qt; so by s-maximality, " ;. —Qg. Since (ws, wy) € Rp,
by construction, I K3, P /¢; so by reasoning as follows,

|

2| | (P> Q)s A, D
3 Ps/t from I
4| | Qe 23>E
51 | —Q¢ from I
6|—(P>Q)s 2-5 =1

I" K —(P > Q)s; so by consistency, I 14, (P > Q)s. This is
impossible; reject the assumption: if " K Ag thenv,, (A) =1.
Sovy (A) =Tiff " K}, As.

For any AS) VWS (A) = 1 IE r/ I_I:Bx AS'

L8.9 If Ty is consistent, then Ip, constructed as above is a Bx interpretation.

In each case, we need to show that relevant constraints are met. Sup-
pose I is consistent. By L8.7 I is a scapegoat set for C9/Cio and Ci2
in those systems.

NO)

Suppose (wo, ws, wy) € R; then by construction, I K, 0.s.t; so
by oE, I'" K. s > t; so by construction, wg = wy. Suppose ws =
wy; then by construction, " K s =~ t; so by oI, " K, 0.s.t;
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(o))

so by construction, (wo, ws,w¢) € R. So (wo, ws,wy) € Riff
ws = wy; and, since N = {wg}, NC is satisfied.

If C8 is in Bx, then AMS is in NBx. Suppose (Ws, Wi, Wy) € R;
then by construction, I'" K, s.t.u; soby AMS, I i, s.T.t; so by
construction, (Ws, Wi, Wg) € R; so by construction, (wg, Wi, wy)
R. So C8 is satisfied.

(Co/10) Suppose there is a wy, such that (wg, wi,wy,) € Rand (wy, wy,

(Cr2)
Cr3)

@)

69)

(2

Wy) € R; then by construction, I" i, s.t.uand 7 K, wv.ow;
so, since " is a Cg9/Cro scapegoat set, there is a y such that
I Ee, svyand I7 B t.y.w, and there is a z such that 7 K,
twv.z and I B s.z.w; so by construction, (ws, wy,wy) € R,
(We, Wy, Why) € R, (Wg, wy,wz) € Rand (ws,w,,wy,) € R. So
Co and Cro are satisfied.

Similarly.

If Ci13 is in Bx, then AM13 is in NBx. Suppose (ws, w, wy,) € R
and (wy,wy,wy,) € R; then by construction, " K}, s.t.u and
I K, wvw; so by AMi3, " By s.v.w; so by construction,
(Ws, Wy, Wy,) € R. So Cr3 is satisfied.

If (<) is in Bx, then AM< is in NBx. (i) Suppose (ws, Wi, wy,) € R
and v, (p) = 1; then by construction, I'" K}, s.tuand I K ps;
so by AM=, " K. Pu; so by construction, v, (p) = 1. (@D
Suppose (Ws, wi, wy) € Rand v,,x (p) = 1; then by construction,
Ve (P) = 1 so by construction again, I’ K, s.t.uwand I =, pa
so by AM=, I" K% ps; so by construction, vy, (p) = 1; and by
construction again, vyx (p) = 1. So Cr3 is satisfied.

If condition (1) is in Bx, then AMP: is in NBx. Suppose wy €
fa(wo); then (wo, W) € Raj; so by construction, I K, Ag /t; SO
by AMPs, I ;. Ag; so by L8.8, vy, (A) = 1; so wy € [A]l. So
fa(wp) C [A] and (1) is satisfied.

If condition (2) is in Bx, then AMP: is in NBx. Suppose wy € [A];
then v,,,(A) = 1; so by L8.8, I" K&, Ao; so by AMpz, T K,
Ay ,0; so by construction, (wp,wg) € Ra; so wo € fa(wop) and

(2) is satisfied.

Mar For any wg € W, set m(s) = ws; otherwise m(s) is arbitrary:.

L8.10 If Ty is consistent, then v, (Iy) = 1.

Reasoning parallel to that for L2.10 of NK«.

Main result: Suppose I' ;. A but I't4, A. Then Iy K Ao but Iy 45, Ao. By
(DN), if Iy Hie Ao, then Iy H. Ao; so To FA,, = Ap; so by L8.2,TH U {ﬁAg}

is consistent;

so by L8.9 and L8.10, there is a Bx interpretation with v and
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m constructed as above such that v, (Iy U{—Ag}) = 1; so Vi) (TA) = 15 s0
by construction, vins(—A) = 1; so by TB(=), viq(0)(A) = 0; so vin(To) = 1
and v, (0)(A) = 0; so by VBx*, Ty 45 Ao. This is impossible; reject the
assumption: if I' 5, A, then T K, A.

9 QUANTIFIED MODAL LOGICS: Fnox

Quantified modal logic raises many issues in the metaphysics of possible worlds
and modality. As graphically exhibited by the nineteen (!) branches of a tree
diagram on the second page of Garson’s excellent survey [3], there are many
issues and options for formal logic as well. This last section is a bare intro-
duction to the topic. I exhibit a couple of concerns associated with “variable
domains,” and consider some ways free logic might be adapted in response.
Access is constrained as for normal modal logics from before.

When one moves from ordinary sentential logic to quantified logic, one
moves from a simple interpretation which assigns a truth value to each para-
meter, to interpretations which include a unzverse of objects, with assignments
to constants and relation symbols. It is natural to think we could do something
similar in the transition from sentential to quantified modal logic. Thus, for
example, we might say an interpretation is (W, U, D,R,v) where W is a set of
worlds, U a set of objects, D a function from W to subsets of U, R a subset of
W2, and v a function which assigns a member of U to each constant symbol,
and a subset of U™ to each n-place relation symbol at each world. Then, intu-
itively, for w € W, D(w) says which things exist in world w. And v says which
things are assigned to constants and to relation symbols at worlds. Thus, we
might have v(b) = Bill, v,,(H') = {Bill, Hill} and v, (H') = {Hill, Jill}; so that
Hb turns out true at w but false at x — and, depending on access, we could
proceed in the usual way to say that OHb at some world, or whatever.

Variable Domains. Here is a first concern: It is natural to think that Bill does
not exist at every world — that D varies from one world to the next. And it is
natural to think that ‘everybody is happy’ should come out true at w just when
all the people @t w are happy, and ‘somebody is happy’ should come out true
just when someone at w is happy. For this, for evaluation at w, quantifiers need
to be restricted to the members of D(w). So far, so good. But consider the
tollowing argument, proceeding by standard quantifier rules (with subscripts
applied in the usual way).

] |0 A (g 0D
2 (b="0b); =I
3 Ix(x =b)y 231

4 | O3x(x =Db)o 1-3 01
It is thus (apparently) a theorem that Bill exists at every accessible world —
so that Bill turns out to be a necessary being. Theological concerns to the
side, something seems to have gone awry: for we began with precisely the
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assumption that Bill does not exist at every world.

Though its original motivation is not from possible worlds, quantified free
logic is designed to accommodate interpretations with a universe U of objects
greater than the domain D over which quantifiers range. The idea seems to
have been that there are objects which do not exist (Pegasus, or the like).
Whatever sense is to be made of this, from our assumptions, there would seem
to be a straightforward application to the modal context, where Bill is a mem-
ber of some, but not every D. To accommodate this sort of thing, relative to
the classical case, free logic imposes constraints on the quantifier rules. We
may thus introduce a predicate E for existence, with quantifier rules as follows,

v Ea VE | VxP 3l | P JE | IxP
Ea Ea P/,
P¥/, Ea
P, IxP
VxP ¢

where a does not appear in any Q

undischarged premise or assump-

tion or in P Q

where a does not appear in any
undischarged premise or assump-
tion, in P orin Q
Then 31 in our problematic derivation is blocked, insofar as Eb is not available.
Of course, we might reason along the following lines,

1| |0.1 A (g, 0D
2 Eb; A (g, DD
30| [o=1) -1

4 Ix(x = b)y 2,3 31

1 [Eb D Ix(x =b)]4 2-4 DI

6 | O[Eb D Ix(x = b)]o 1-5 OI

for the result that, necessarily, if Bill exists, then something is identical to Bill.
But this seems right. So, subject to details, we seem to have the makings of a
reasonable way out. (Notice that we have already seen a version of free logic
for O and < as quantifiers over subscripts. Thus, where we see s.t as a sort of
existence claim, these rules for ¥V and 3 appear as parallel to ones we have seen
for O and <. In the modal case, we require the existence constraint insofar as
the domain of worlds to which a given w has access may turn out to be empty.)

De Re / De Dicto. Much philosophical debate surrounds de re as opposed to
de dicto modality. Formally an expression is de re (of the thing) iff a subformula
of it has a constant or free variable in the scope of a modal operator. And
expression is de dicto (of the saying) iff it is not de re. Thus, for example, OHb
and IxOHx are de re; O3xHx is de dicto. (Discussion of quantifying in by Quine
and others is of de re modality, insofar as the quantifier reaches across the modal
operator.) Evaluation of O3xHx seems straightforward enough: O3xHx should
be true just in case there is no accessible w € W such that v, (H) is empty.
But consider OHb; this will be true just in case Bé/ is in the extension of H at
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every accessible world. Similarly, 3xOHx will be true at w just in case there is
something in w such that 7 is in the extension of H at every accessible world.
Perhaps it is intuitive that a given thing could have been different ways, and so
appears in different worlds. Even so, there are serious philosophical questions
about how a thing has its modal features, and so appears in the worlds it does.”

Suppose we allow that a thing may appear in different worlds. As soon as
we set things up this way, another problem emerges for variable domains. We
have said that OHb will be true just in case Bill is in the extension of H at
every accessible world. But Bill does not exist at every accessible world — and
how are we to evaluate Hb at worlds where Bill does not exist (and similarly
for 3xHx)? Here are three responses: (i) A standard response, perhaps because
it is technically straightforward, is to say that non-existence at a world need
not prevent a thing’s being in the extension of a predicate there — to let v,, (H)
be any subset of U. Another reaction is to deny that an object can be in the
extension of (ordinary) predicates at a world where it does not exist — this is
to restrict vy, (H) to subsets of D(w). Then (iia) we might let Hb be fa/lse at
worlds where Bill does not exist. Alternatively, (iib), along lines from previous
sections, we might say Hb is neither true nor false at worlds where Bill does
not exist. Options (iia) and (iib) seem compatible with “serious actualism” as
defended by Alvin Plantinga, though (iia) is like the one he explicitly endorses.”
In the following, I develop a version of free quantified modal logic compatible
with any of these options — and fairly fine-grained combinations of them as
well. If options are limited to just (i), or to just (i) and (iia), the logic remains
classical, and obvious simplifications are possible. It is left as an exercise to
work out the details of such simplifications.

9.1 LANGUAGE / SEMANTIC NOTIONS

LFN& The voCcABULARY consists of variables x1,x; ...; constants c1,¢2...;
operators —, A\, ¥, 0; and relation symbols, E, =, R}, R} ... R3 R3...,
etc. The number of “places” in a relation symbol is indicated by super-
script, where ‘=’ is always two-place, and ‘E’ one-place. Any variable or
constant is a TERM. If Q™t; ... t, is a n-place relation symbol followed
by n terms, it is a FORMULA. If x is a variable and A and B are formulas,
then —A, (A A B), VxA and OA are formulas. Variables are bound and
free in the usual way. A is a SENTENCE iff it is a formula with no free
variables. We allow overlines as before, and the usual abbreviations,
including V, D, =, 3, and <.

IFNo An INTERPRETATION is (W, U, D, R, P,v) where W is a set of worlds,
U a set of objects, D a function from W to subsets of U, R a subset of
W2, and v a function such that for any constant c, v(c) € U and for

8The literature is immense. Quine’s {7} is a classic. For a contribution of my own, see [10].
9See, e.g., {51. But compare his [6, n.3}
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any n-place relation symbol Q™ and w € W, v,,(Q™) C U™ Pisa
function that maps each n-place relation symbol Q™ to some member
of{0,1,2}"; so, for example, P might map some Q* to (1,0,0,2). Where
P(Q") = (aj...an), say P(Q™)i = a;i. Then we require as an existence
(presupposition) requirement on v that,

EP If (w1 ... un) € viu(QM), then forany i, 1 <i<n,if P(Q™); > 1,
then u; € D(w)

Additionally, require that P(E) = (0) and vy, (E) = D(w); if P(=) = (0,0),
then vy, (=) = {{u,u)|u € U}, and otherwise v,, (=) = {{u, u)|u € D(w)}.
In addition, where « is empty or some combination of the following,

n For any x, there is a y such that xRy extendability
P for all x, xRx reflexivity

o for all x, y, if xRy then yRx symmetry

T for all x, y, z, if xRy and yRz then xRz transitivity

and, as sample versions of the presupposition constraint, where n is one
of the following,

(o) For any relation symbol Q™ and any i, 1 <i<n,P(Q"); =0
() For any relation symbol Q™ other than E and any i, 1 <i < n,

PQY): =1
(2) For any relation symbol Q™ other than E and any i, 1 < i < n,
P(Q) =2

(W,U,D,R,P,v) is an Fnu interpretation when R meets the constraints
from «, and P meets the constraint from n. Obviously, many other
options are available for the constraints « and n.

Given an interpretation with its P and v, say (17 ...un) € v,,(Q™) just
in case either (1 ... un) € v, (Q™) or forsome i, 1 <i < n, P(Q™); =2
and u; € D(w). Whenn =0orn =1, v,,(Q") is the same as v,,,(Q™).
But when n = 2, for relation symbols other than E, v,,(Q™) includes
also any n-tuple with a member not in D(w).

A variable designation assignment 0 assigns each variable a member of
U; 8[xJu] is like & except that x is assigned to u; corresponding to a
variable assignment & (5[x[u]) the term assignment A (a[xJu]) is like 3
(6[x|u]) for variables, and v for constants. As before, define a function h
based on v, writing h,, (/A/)/8 = 1 to indicate that /A/ is SATISFIED at
w on h with variable assignment .

HF For assignments to formulas,
(R) My (/Q™M1 ... 1/)/6 = 1if (a(t1)...A(t2)) € v/ (Q™), and 0

otherwise.
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) how(/—AN76 =1 if hy (NAN)/6 = 0, and 0 otherwise.

N) hw(/AAB/)/8 =T1ifh,,(/A/)/6 =1and h,,(/B/)/6 =1,and 0
otherwise.

(V) hyw(/VxA/)/d = 1if for any u € D(w), hy, (/A/)/8[xlu]l =1, and
0 otherwise.

(0) hw(/OA/)/6 =1 if all x € W such that wRx have h,(/A/)/8 =
1, and 0 otherwise.

hy (/A/) =1 (/A/ bolds on h at w) iff for any 0, h,, (/A/)/5 =1. And h,,(T") =1
iff for each /A/ €T, h,,(/A/) = 1. Then, where the members of T and A are
sentences,

VFN« T |, /A/ iff there is no Frnx interpretation (W, U, D, R,P,v) and w €
W such that h,, (') = 1 and h,, (/A/) = 0.

Set relation symbol E to the side: Then for Fox and Frx, we have h,, (/Q™t;
St/ )78 = T (A(ty) ... A(th)) € v (Q™) — where, for Fra each of A(t;)
... A(tn) is required to be in D(w). For F2o, h,,, (Q™ty ...t )/0 =1 if and only
if (A(t1)...A(tn)) € viu(Q™) — where again, each of A(t1)...A(ty,) is required
to be in D(w); but hy, (Q™ty...t,)7/8 = 0 iff (A(t1)...A(tn)) &€ v (Q™) and
each of A(t1)...A(ty) is in D(w). So P works as an existence presupposition
function for (each place of) each relation symbol: on the Fox option, there are
no existence presuppositions; on the Frx option, there is an existence require-
ment for truth but not falsity; with Fz«, there is an existence requirement for
both truth and falsity. Insofar as truth and non-falsity are matched for the Fox
and Fr« options, the logic is essentially classical. However, for F2«, since ex-
pressions may be neither true nor false (but never both), the logic is like Mk;3
from section 6.
As an example of reasoning with these definitions, here is an argument to
show, JyO—Ey k5,, —VxOHx. We suppose derived clauses to HF are spelled
out in the usual way:.

Suppose FyO—Ey 4, ~VxOHx; then by VEFN« there is an Fro inter-
pretation (W, U, D,R,P,v) and w € W such that h,, (3y>—Ey) = 1 but
hw (—VxOHx) = 0; from the latter, there is a § where h,,,(-VxOHx)/5 =
0; then with the former, h,, (3yO—Ey)/6 = 1. From this, by HF(3),
there is some u € D(w) such that h,, (O—Ey)/blylul = 1; so by HF(C),
there is some a € W such that wRa and hq(—Ey)/d[ylu] = 1; so by
HF(), ha(Ey)/Slyiu] = 0; so by HE®), alhl(y) ¢ va(E); so by
the construction of v, alylul(y) € vq(E); so alylul(y) € D(a); but
Alylul(y) = dlyu(y) = w; sou ¢ D(a). Since h,,(—VxOHx)/6 =
0, by HF(—), h,,(¥xOHx)7/5 = 1; so by HF(V), for any v € D(w),
hw (OHX)78[xIv] = 1; so hy, (OHx)/8[xlu] = 1; so by HF(O), for any
b € W such that wRb, hy, (Hx)/8[x|ul = 1; so hq(Hx)/8[xlul = 1; so by
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HFR), alxjul(x) € Vo (H); so, since this is F1x, a[x[u](x) € vq(H); so by
EP, Alx[u](x) € D(a); but aAlx/ul(x) = d[xJul(x) = u; so u € D(a). This
is impossible; reject the assumption: 3y<C—Ey k=, ~VxOHXx.

The argument does not go through in Foo insofar as we cannot move by EP
from A[xJu](x) € vq(H) to alx|ul(x) € D(a). It does not go through in Fz« be-
cause we cannot move from A[x|u](x) € Vg (H) to Alxlu](x) € vq(H). However,
as one can show by parallel reasoning, Jyo—Eky k,, —VxOHx.

9.2 NATURAL DERIVATIONS: NFn«

Allow expressions with integer subscripts and overlines and, as before, expres-
sions of the sort, s.t. Begin with a natural combination of rules from free logic
with ones we have seen before, where rules for V, D, =, 3 and < are derived.

R|/P/, =1 | /p/g —E| | —P/q
/P 7Q/ 7Q/
\—QY\, \—Q\
=P\ \P\,
Al 7P/, AE | /P A Q74 AE | /P A Q74
/Q/
/P/g /Q/s
/PAQ/
VI | 7P/ VI | 7P/ VE | /PV Q/,
/P/g
/PV Qs /QV P/,
IR/
ol | /P/g DE|\P D Q\
/P/ 1 /Q/s
\Q\
P o Q. Qs IRV
/Ry
=I /P/ =E |\P=Q\; =E |\P=Q\;
/P/, /Q/
\Q\,
Q \Q\ P\,
/Q/s
AP\,
\P = Q\
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vi Ea,

IPY
INXP/

where a does not appear in any
undischarged premise or assump-
tion or in P

Ol s.t

/P/y
/0P/

where t does not appear in any
undischarged premise or assump-
tion

AMn s.t

/P/y
/P/y

where t does not appear in any
undischarged premise or assump-
tion and is not w

VE | /VxP/

OE

AMp

Ea,

IPXg

/OP/
s.t

/P/y

S.S

3l

<l

AMo

Vi
Ea,

/3P

/P/y¢
s.t

/OP/

s.t

t.s

170

3E | 73xP/
VA
Eag

/Q/u
/Q/u

where a does not appear in any

undischarged premise or assump-
tion, in P orin Q

OE | /OP/g
s.t
/P/y

IQ/
1Q/

where t does not appear in any
undischarged premise or assump-
tion and is not u

AMrT | s.t
tu

s.u

Every subscript is 0, appears in a premise, or in the t place of an assumption

tor OI, OE or AMn. Now, for relation symbol Q™, let P1[Q™t; ...

t.]s be the

conjunction (T A Etq A--- A Ety)s for each t; such that P(Q™); > 1. And let

P2[Q™t ...

tnls be the conjunction (T AEtq A---AEty)s for each t; such that

P(Q™); = 2. Note that T can be asserted at any stage in a derivation. Then

allow,
D| P

P

P1l| Q.

P1[QJs

P2[QJs

=E

(a=b)s
Q7

7Q% /,

(b=a)s
1Q/

7Q% /'

a single instance of a replaced by b

P2E | P2[Q];

Where for =E, P11, P21 and P2E, Q is an atomic, R"a; ... dn.

Notice that P2E is a constrained version of (U) from section 6. Informally,

where P1[Q™t; ...

tnls or P2[Q™ty ... tnls is other than just T, let us drop T for

the equivalent conjunction. Then, in any case, P1(E) = P2(E) = T. Otherwise,
in NFox, P1[Q™t;...tn] = P2[Q™t;...tn] = T. In NFrx, P1[Q™t;...tn] =
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Et; A--- AEt, and P2[Q™ty ... tn] = T. In NFz2x, we have P1[Q™t;...t,] =
P2[Q™t; ... tn] = Et1/A---AEtn. When P1[Q™ty ... tn] = T, the premise for =I
goes trivial, as does the conclusion from Pil. Similarly, when P2[Q™t; ... t,] =
T, the conclusion of P2l is trivial, and P2E works like (U) for the relevant
atomic. Where the members of I and /A/ are sentences without subscripts,
let Iy be the members of T, each with subscript 0. Then,

NFN« T K, /A/ iff there is an NFno derivation of /A/( from the members
of .

Notice that our notions of validity are defined for sentences. We get the dif-
ferent derivation systems insofar as AM rules may differ, and insofar as P1[Q]
and P2[Q] are different expressions. On occasion, arguments will go through
no matter what presupposition constraints are in play. In this case, to show
' Fuma /A7, apply the rules so that they would apply no matter what the con-
straints are. Thus apply =I and P2E as though P(Q™); is always 2, and P1l and
P21 as though it is o (so the latter two rules effectively drop out).

As above, rules for V, D, =, 3 and < are derived. As examples, here are
derivations for 3I and 3E.

El| IE
1| /Pyl s P 1| /3xP/ P
2| Eag P 2 | /=Vx—P/, 1 abv
3 AWx—P\g A, D 3 \—Q\, A (,—E)
4 N\=P¥ \¢ 2,3VE 4 Ea, A (g, VD)
S| | /Pl 1R 5 PN A, —I)
6 | /=x—P/ 3-5 -1
7| /3P 6 abv : with 1,4,5
6 /Q/y as for JE
7 \mQ\ 3R
8 =P \g 5-7 -1
9 AWx—P\¢ 4-8 VI
10 /=Nx=P/ 2R
1 | /Q/y 3-10 ~E

In addition, we allow standard two-way rules (including MN) with overlines
and subscripts constant throughout. Include among two-way rules,

QN  /VxP/y <> /—3Ix—P/g
/AxP/s <ap /mVx—P/g

/=VxP/s <> /Ix—P/,
/=3xP/s < /Vx—P/g

Allow MT, NB and DS in the forms,

MT | /P > Q/ NB | /P = Q/, /P=Q/ DS | /PV Q/, /PV Qs
\—Q\, \=P\, \—Q\, \=PY, \—Q\s
/=P/g /=Q/, /=P/g /Q/, /P/s
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As further examples, here are some simple results emphasizing behavior
for existence and identity.

a=D> kg, dla=D)

1| (a=Db)y P

2| | 0.1 A (g, 0D
3 T, taut

4| | (a=a) 3=I

5 (a:b]1 1,3 =E

6| O(a=b)o 2-5 01

In NFo«, the premise for =I is trivial. Notice that this derivation does not
go through for NFro and NFz«x, where =I requires a substantive premise. As
above, we may, however show the following (and similarly for NFz ),

a=">bhky, OFEaD (a=Db)]

I ia =Db)o P

2| 0.1 A (g, 0D
3 F] A(g, DI)
4 T taut

5 Ea; 3,4 P2E
6 (Ea A Ea); 5,5 AL

7 (a=a); 6 =1

8 (a=Db); 1,7=E

9 [Ea D (a=Db)] 3-8 DI
10 | OEa D (a=b)ly 2-9 OI

The premise for P2E is trivial, as always for relation symbol E. But the premise
for =I is not. In this case, the terms are the same so, following the rule (but
dropping T), the required premise is obtained at (6). In these systems, then, if
a is equal to b, a is essentially equal to b.

Here is a case considered semantically above,
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FyO—RY Fypr ~VXEHX

I

w N

[ A

o o

I0
11
12
13
14
15

Jyo—Exo

<>_‘E0.0
E(lo

0.1
ﬁE(l]

VxOHxg

mo
Ha,

T

Ha1
Eay
—Ea
—VxOHxg
—VxOHxg
—VxOHxg

P
A (g, 13E)

A (g, 2 CE)

Ag,—D
6,3VE
4,7 OE
taut

8,9 P2E
10 P1l
5D

6-12 1
2,4-13 CE
1,2-14 JE

Notice that, in NFz2x we would not have (10) since we do not have Ea;. And
in NFow, (10) would get us just T instead of Ea; (again with T dropped) and
we would not have the contradiction. As in the semantic case, though, we can

show,

FyO—ky Fupa ~VXOHX

I

w N

[

O 0o

10
II

12

3

FyS—Exo
<>_‘E(10

F_U.o

0.1

_‘E(l1

xO HXO

OHay
H(l]

E(l]
~Eay
—VxOHxo

—VxOHxg

—VYxOHxo

P
A (g 13E)

A (g, 2 OF)

A D
6,3VE
4,70E
8 P1l

5D

6-10 1
2,4-11 OFE
1,2-12 JE

When there is a world where some a does not exist, on Frx, we can be sure
that atomics go fa/se for the thing at that world, so that the O goes false as well.
On F2u, we can be sure that atomics are not true for the thing at that world,
so that O is not true either. On Fox, there are no immediate consequences,
insofar as atomics might go either way for the thing at that world.

Insofar as there is no parallel discussion for quantified modal logic in Priest’s
text, the following are offered as exercises which the student may find useful.

1. Produce an interpretation to show that, foranyn, j4, .. VxO0Qx D OVxQx.
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2. Produce an interpretation to show that, for any n, %, .. OVxQx D VxOQx.

3. The formulas in (1) and (2) are instances of the Barcan formula and converse
Barcan formula respectively (after Ruth Barcan Marcus). They play an im-
portant role in discussions of quantified modal logic, especially related to
issues with which we began. Show that the formulas are valid in a system
Fnc which is like FrpoT except that it includes the constraint (c) that for
any a,b € W, D(a) = D(b).

4. Give derivations to show each of the following.

a. OVxAx kg, VxO(Ex D Ax)

b. IxVyOAxy Hy, OIxFyAxy

C. Fume VXO(Ax A Bx) D YyAy

d. K (OVXAXx A O3xBx) D O3Ix(Ax A Bx)

e. Fupe OVX(AXx V Bx) D (OVxAx V $OJxBx)

f. Fpe (OIXOAX A DOVxOBx) D OIxO(Ax A Bx)
g Vx—~COAXx D OVX—AX b OTIXAX D IXOAX
h. ¢IxAx D IxOCAX Hyp, VX—OAX D =OIxAX

I IxO—AX Hy, CIx—AX

Jo Froe VXO(AX V —AX)

5. () Suppose no P(Q™); = 2. Provide a revised version of our derivation
rules which takes advantage of this simplification. Hint: it is possible to
do away with overlines altogether. Why? (ii) Suppose P(Q™); is always
o. Provide a version of our derivation rules which takes advantage of this
additional simplification.

9.3 SOUNDNESS AND COMPLETENESS

Preliminaries: Begin with generalized notions of validity. Given any model
(W,U,D,R,P,v), let m be a map from subscripts into W. Then say (W, U,
D,R,P,v)m is (W,U,D,R,P,v) with map m. Then, where I is a set of ex-
pressions of our language for derivations, hr, (I') = 1 iff for each /A/s € T,
hu(s)(/A/) =1 and for each s.t € T, (m(s), m(t)) € R. Now expand notions of
validity for subscripts, and alternate expressions as indicated in double brack-
ets. Where the formulas in " and A are sentences,

VENa* T =t /A/s [s.1] iff there is no Fro interpretation (W, U, D, R, P, v)m,
such that h (T) = 1 but hy, (5 (/A/) =0 [(m(s), m(t) & R].

NFNo* T K. /A7 [s.t] iff there is an NFnx derivation of /A/ [s.t] from
the members of T.
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These notions reduce to the standard ones when all the members of ' and
A have subscript 0. As usual, for the following, cases omitted are left to the
reader.

THEOREM 9.1 NFna is sound: If T .. /A/ thenT =, /A/.

Lo.t T CTIMandT &, /P/s [s.tl, then TV 5, /P/s [s.t].

Lg.2 If 5 and & agree on their assignments to variables free in /P/ then
o (/P/)/8 = hoy (/P/) /.

Lg.3 If v and V' differ at most in assignments to terms that do not occur
in /P/, then for the corresponding h and W', h,, (/P/)/d = hi,(/P/) /.
Corollary: h,, (/P/) =h.,(/P/).

Lo.4 If A(a) = u, then h,, \P¥\)/8 = h,,,(\P\)/8[xu].

Demonstrations for Lg.1 - Lg.4 are all on the model of parallel results
from classical logic.

Main result: For each line in a derivation let P; be the expression on line i and I}
be the set of all premises and assumptions whose scope includes line i. We set
out to show “generalized” soundness: if I' . . P then " |57 P. As above, this
reduces to the standard result when P and all the members of I are without
overlines and have subscript 0. Suppose I' ;... P. Then there is a derivation of
P from premises in I' where P appears under the scope of the premises alone.
By induction on line number of this derivation, we show that for each line i of
this derivation, T} % P;. The case when P; = P is the desired result.

Buasis: Py is a premise or an assumption /A/g [s.t]. Then I't = {/A/} [{s.t}];
so for any (W,U,D,R,P,v), we have hy, (') = T iff hy (5 (/A/) =1
[(m(s), m(t)) € R]; so there is no (W, U, D, R, P,v),,, where h,,,(I'1) =1
but hy,(5)(/A/) = 0 [(m(s),m(t)) ¢ R]. So by VENoa*, it follows that
M =, /A/s [s.t], where this is just to say, I'1 =2, P1.

Assp: Foranyi,1 <i<k, T} K, Pi.

Sbow' Fk 'ZFTW ka.

Py is either a premise, an assumption, or arises from previous lines by R,
AL, AE, —1, —E, VI, VE, OI, OE, D, =I, =E, P1I, P21, P2E or, depending
on the system, AMn, AMp, AMo, or AMt. If Py is a premise or an
assumption, then as in the basis, I'c =7, Px. So suppose Py arises by
one of the rules.

®R)

“Natural Derivations for Priest, An Introduction to Non-Classical Logic”, Australasian Journal of Logic (5) 2006, 47-192


http://www.philosophy.unimelb.edu.au/ajl/2006
http://www.philosophy.unimelb.edu.au/ajl/

http://www.philosophy.unimelb.edu.au/ajl/2006 176

(AD

(AE)
D

(CE)
D

If Py arises by Al then the picture is like this,

i| /A7,
i | /B/s

k| /AAB/,

where 1,j < k and Py is /A A B/;. By assumption, I} =, /A/s and
I =&, /B/s; but by the nature of access, I C I and Ij C T¥; so by
Lo.1, I &, /A/s and Ty &, /B/s. Suppose Tk W4, /A A B/g; then
by VFNo*, there is an Frx interpretation (W, U, D, R, P,v);m such that
hm (M) = 1 but hy(5) (/A AB/) = 0. From the latter, there is a 4 such
that h,, (5)(/A/AB/)/6 = 0. From the former, by VENo*, h,, (5)(/A/) =
1 and o) (/B/) = 15 50 hy(s)(/A/)/6 = 1 and hpyq) (/B/)/6 = 1;
so by HF(N), hy,(s) (/A AB/)/8 = 1. This is impossible; reject the
assumption: ' =¥ /A A B/g, which is to say, I« =, Px.

If Py arises by —I, then the picture is like this,

/A
i| | /B7y
il | N=BYy,
k[ \-AN

where 1,j < k and Py is \~A\,. By assumption, I} =% /B/¢ and [j =,
\—B\¢; but by the nature of access, 1 C Iy U{/A/s}and I3 C I U
{/A/); so by Lo.1, Ty U{/A/} =5 /B/y and Ty U{/A/g} =5, \—B\,.
Suppose I F4%, \~A\s; then by VFNa*, there is an Fro interpretation
(W,U,D,R,P,v)m such that hy,(I) = 1 but hy,(5)(\~A\) = 0; from
the latter, there is some 6 such that h,,()(\—~A\)/6 = 0; so by HF(-),
ho(s)(/A/)/8 = 1; but a derivation is a sequence of sentences; so —~A
and so A have no free variables; so by L9.2, for any &', h,,, (5)(/A/)/d =
1; SO hm(s)(/A/) = ]; SO hm(rk) =1and hm(s)(/A/) = ]; SO hm(rk U
{/A/s}) = 15 so by VENa*, hyy () (/B/) = 1 and hyp () (\=BY\) = T;
so for any 8, hy(¢)(/B/)/8 = 1 and hy,(1)(N\=B\)/d = 1; from the
latter, by HF(—), h,,,(1)(#B/)/d = 0. This is impossible; reject the
assumption: ¢ =5 \—A\g, which is to say, I« =5, Pk.

If Py arises by VI, then the picture is like this,

Ea,

il | IA
k| /XA
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(VE)

@D

where 1 < k, a does not appear in any member of Iy (in any undis-
charged premise or assumption) or in A, and Py is /VxA/ s. By assump-
tion, I} =%, /AXq/s; but by the nature of access, It C 'k U{Eas}; so
by Log.1, I U{Eas} K&, Z/A%q/s. Suppose Ty Wr, /VxA/g; then by
VFEnNa*, there is an Fro interpretation I = (W, U, D, R, P, v), such that
hm (M) = 1but hy, () (7/VxA/) = 0; from the latter, there is some & such
that h,, () (/VxA/)/6 = 0; so by HF(V), there is some u € D(m(s))
such that h, () (7A/)/8[xu] = 0. Let I' = (W,U,D,R,P,V'), be like
I except that v/(a) = u. Then since a does not occur in Iy, by the
corollary to L9.3, it remains that h} (T) = 1; and since u € D(m(s)),
and v'(a) = u, v/(a) € D(m(s)); so for arbitrary &', A’(a) € D(m(s));
so A'(a) € v;n(s)(E); so by HF(R), hgn(s)(Ea)//é’ = 1; and since &’
is arbitrary, h:n(s)(Ea) = 1; so h} (I U{Eas}) = 1; so by VFN«&*,
h’m(s)(//AX/a//) =1;s0 hﬁn(s)(//AX/a//)//é = 1; but A(a) = V'(a) = w;
so by Lo.4, h:n(s) (/AZ7)/8]xlul = T; so, since a does not occur in A, by
L9.3, hy () (7/A7)/8[xlu] = 1. This is impossible; reject the assumption:
M i, /VxA/ s, which is to say, I =5, Pk.

If Py arises by VE, then the picture is like this,

1| /XA
j | Eas

k| /AY /s

where 1,j < k and Py is /A¥q/s. By assumption, I} =5 /VxA/
and Ij ¥, Eag; but by the nature of access, I C Ic and I C Ty; so
by Lo.1, T ., /VxA/s and Ty =i, Eas. Suppose ¢ B, /A o/ s;
then by VFNa*, there is an Frx interpretation (W, U, D, R, P, v);, such
that hiy(T) = 1 but hy(5)(#/A¥e/) = 0. From the latter, there is
a & such that hy, () (/A¥./)/6 = 0. With the former, by VFN«*,
hi(s)(/VxA/) = 1 and h,,(5)(Ea) = 1; from the second of these,
him(s)(Ea)”d = 1; so by HF(R), a(a) € v (s)(E); so a(a) € D(m(s));
say A(a) = u; then u € D(m(s)). Since hy,(5)(/VxA/) = 1, we have
hon(s) (/VxAZ) /6 = 1; so by HE(Y), for any v € D(m(s)), hy () (/A/)/
§[xIv] = 1; it follows that h,, s (#/A/)/8[x|lu]l = 1; so since A(a) = u, by
L9.4, Nn(s)(/AXo/)/6 = 1. This is impossible; reject the assumption:
M 5i, 7AYo/ s, which is to say, I'c =5, Px.

If Py arises by U1, then the picture is like this,

s.t
i /Ay
k| /OA/,

where 1 < k, t does not appear in any member of I (in any undischarged
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(OE)

)

premise or assumption), and Py is /OA/. By assumption, I} =5 /A/¢;
but by the nature of access, It C I\ U{s.t}; so by Lg.1, I U{s.t} =5, /A/s.
Suppose T %, /OA/g; then by VENa*, there is an Frno interpretation
(W, U,D, R, P, V) such that hy, (I) = 1but hy () (/OA/) = 0; from the
latter, there is some & such that h,,, (5)(/0OA/)/8 = 0; so by HF(D), there
is some w € W such that m(s)Rw and h,, (/A/)/6 = 0. Now consider a
map m’ like m except that m’(t) = w, and consider (W, U, D, R, P,v)/;
since t does not appear in T, it remains that h,,/(Ic) = 1; and since
m/(t) = wand m/(s) = m(s), (m/(s),m'(t)) € R; so hy/ (T U{s.t}) = 1;
so by VENa*, hyyr(q) (/A7) =15 50 hypr gy (V/A/)78 = 1. But m/(t) = w;
so hy,(/A/)/6 = 1. This is impossible; reject the assumption: e =%,
/OA/, which is to say, I'c =, Px.

If Py arises by OE, then the picture is like this,

i| /0OA/
jls.t

k| /A%

where 1,j < k and Py is /A/¢. By assumption, I} 5, /OA/s and [ =,
s.t; but by the nature of access, It C I and I C Ty; so by Lo.1, Iy =i,
/OA/s and Ty =&, s.t. Suppose ¢ W, /A/¢; then by VFENa*, there
is an Fro interpretation (W, U, D, R, P,v), such that hy, () = 1 but
him(t)(/A/) = 0. From the latter, there is a 5 such that h,,)(/A/)/6 =
0. With the former, by VEN&*, h,, (5)(/OA/) = 1 and (m(s), m(t)) € R;
from the first of these, h,,,(5)(/OA/)/8 = 1; so by HF(D), for any w €
W such that m(s)Rw, h,,(/A/)/8 = 1; so hy(y)(/A/)/d = 1. This is
impossible; reject the assumption: T 7, /A/¢, which is to say, Ic 5,
Pr.

If Py arises by D, then the picture is like this,

i| A,

k| Ag
where i < k and Py is As. By assumption, I =7, As; but by the
nature of access, I C T; so by Lo.1, T =%, As. Suppose I F5%, As;
then by VFNo*, there is an Fro interpretation (W, U, D, R, P,v), such
that hiy (Ic) = 1 but hy (4 (A) = 0. From the latter, there is a & such
that h,,(5)(A)/8 = 0. With the former, by VFNo*, hypy(5)(A) = 1; so
him(s)(A)78 = 1. But for these interpretations, there is no formula A

and w € W such that h,,(A)/8 =1 and h,,,(A)/5 = 0.

Buasis: Suppose A is an atomic Q™t; ...tyn, and for some w € W and
d, hw(A)/d = 1; then h,,(Q™ty...t,)/d = 1; so by HF(R),
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=D

(A(t1)...A(tn)) € vin(Q™); so by the construction of v, (A(ty)

... A(tn)) € Vw(QM); so by HF(R), hy, (Q™ty...tn)70 = 1; so

Mo (A)/6 = 1.

Assp: For any i, 0 < i < k, if A has 1 operators, and for some w € W
and 6, h,(A)/8 =1, then h,, (A) /8 = 1.

Show: If A has k operators, and for some w € W and §, h,,(A)/5 =1,

then h,,(A)/6 = 1.

If A has k operators, then A is of the form, =P, P A Q, OP, or
VxP, where P and Q have < k operators.

(=) Suppose A is =P and for some w € W and §, h,,(A)/8 = T; then

hw(—P)/6 = 1; so by HF(=), h,(P)/8 = 0; so by assumption,
hw(P)/8 = 0; so by HF(=), hy, (—P)/8 = 1; s0 hy, (A)/6 = 1.

(\) Suppose A is P A Q and for some w € W and §, h,,(A)/d =
1; then h, (P A Q)76 = 1; so by HF(N), h,,(P)/d = 1 and
hw(Q)/8 = 1; so by assumption, h,,(P)/é = 1 and h,,(Q)/§ =

1; so by HF(N), hy (P A Q)/6 =1; 50 hyy (A)/6 = 1.

(@) Suppose A is OP and for some w € W and 5, hy,(A)/d = 1
but hyw(A)/5 = 0; then hy(OP)/6 = 1 but hy (OP)/6 = 0;
from the latter, by HF(DO), there is an a € W such that wRa
and hq(P)/8 = 0; so by assumption, hq(P)/8 = 0; so by HF(D),
hw(OP)/6 = 0. This is impossible; reject the assumption: if

hyw(A)/8 = 1 then hyy (A)/6 = 1.

(¥) Suppose A is VxP and for some w € W and §, h,,(A)/d = 1
but hy(A)/6 = 0; then hyy(¥xP)/8 = 1 but hy (VxP)/6 = 0;
from the latter, by HF(V), there is some u € D(w) such that
h (P)/8[xju] = 0; so by assumption, h,,(P)/3[x|u] = 0; so by
HF (), h,(VxP)/& = 0. This is impossible; reject the assump-
tion: if h,,(A)/& =1 then h,, (A)/5 = 1.

For any A, if for some w € W and §, h,,(A)/6 =1, then h,,(A)/d = 1.

So, returning to the main case, hy,(5)(A)/8 = 1. This is impossible;
reject the assumption: T 57, A, which is to say, I 5=, Px.

If Py arises by =I, then the picture is like this,

i|Plla=als

where 1 < k and Py is (a = a)s. By assumption, I} 5, Plla = alg;
but by the nature of access, It C Ty; so by Lo.1, I« %, Plla = als.
Suppose T %, (a = a)s; then by VENa*, there is an Fro interpret-
ation (W, U, D, R, P,v), such that hyy () = 1 but hyyy(5)(a = a) = 0.
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=B

P1I)

From the latter, there is a 4 such that h,,(5)(a = a)/6 = 0; so by HF(R),
(ala),ala)) & vin(s)(=). Now P(=) is (0,0) or not; if P(=) = (0,0),
then v, (5)(=) = {(u,u) |u € U}; so (a(a),a(a)) € vy (s)(=); this is
impossible, so P(=) # (0,0), and vy, (5) (=) = {(u,u) |[u € D(m(s))}. But
since hy () = 1, by VENa*, hyy(5)(P1la = a]) = 1; 50 hy () (Plla =
a])/6 = 1; so with HF(A), for an i such that P(=); > 1, hy,(5)(Ea)/d =
1, and by HF(R), a(a) € v,,()(E), so that a(a) € D(m(s)); and since
there is some such i, A(a) € D(m(s)); so (a(a), a(a)) € viy(s)(=). This
is impossible; reject the assumption: I'c 7, (a = a)s, which is to say,

M B2 P

If Ay arises by =E, then the picture is like this,

i| (@i =b)s i (b=ai)s
j /Q“cn...ai...an/t or ) /Q“a1...ai...an/t
k|/QMaj...b...an/¢ k|/Q™aj...b...an/¢

where i,j < k and Py is /Q™aj...b...an/¢. In the first case, by as-
sumption, I} =5, (ai =b)sand [j 55 /Q™ay...ai...an/s; but by the
nature of access, [1 C I'c and I C Ty; so by Lo.1, I =%, (ai = b)s
and e 5, /Q™aq...aq...an/¢. Suppose I'c &5, /Q™ar...b...an/¢;
then by VFNa*, there is an Frx interpretation (W, U, D, R, P,v), such
that hiy (I) = 1 but hyy()(/Q™ay...b...an/) = 0. From the latter,
there is a 5 such that h,;;(1)(/Q™ay...b...an/)/d = 0; so by HF(R),
(alar)...a(d)...alan)) € Vi) (Q™). But since hy () = 1, by
VENo*, hyysy(ag = b) = T and hyy()(/Q™aq...ai...an/) = 1; so
hns)(ai = b)/6 = 1 and hyy()(/Q™ay...ai...an/)/6 = 1. From
the first of these, by HF(R), (a(ai),a(b)) € vi(s)(=); so, on either
specification of v,,,(5)(=), A(a;) = a(b). From the second, by HF(R),
(alar)...alay)...alan)) € Vi) (Q™); so (alar)...a(b)...a(an))
€ /Vv/;m)(Q™). This is impossible; reject the assumption: T =7,
/Q™ay...b...an/t, which is to say, I'c =%, Px. And similarly in the
other case.

If Py arises by P1l, then the picture is like this,
i (Qnal s an)s

k| P1[QMa;...anls

where 1 < k and Py is P1[Q™ay ... anls. By our assumption, I} =&,
(Q™aj ...an)s; but by the nature of access, It C Ty; so by Lo.1, we
have ¢ =2, (Q™ay ... an)s. Suppose Ik A, P1[Q™ay ... anls; then by
VFEnNa*, there is some Fro interpretation (W, U, D, R, P, v), such that
hm (k) = 1 but in which h,,(5)(P1[Q™ay ... an]) = 0. From the latter,
there is a § such that h,,,(5)(P1[Q™a; ... an])/d = 0; so, with HF(N\),
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P20

(P2E)

there is some i such that P(Q™); > 1 and h,,(5(Ea;)/6 = 0; so by
HFR), a(ai) € vin(s)(E); so a(ai) ¢ D(m(s)). But since hiy () =1,
by VEN&*, hiy(5)(Q™ay...an) = 1550 hyy(6)(QMay ... an)/d = 15 s0
by HF(R), (a(a1)...A(an)) € vin(s)(Q™ay ... an); so by EP, for i with
P(Q™)i > 1 as above, A(a;) € D(m(s)). This is impossible; reject the
assumption: ' =% P1[Q™ay ... anls, which is to say, I'c =%, Px.

If Py arises by P21, then the picture is like this,
il (—Q™a;...an)s

k| P2[Q™a;...anls

where i < k and Py is P2[Q™ay ... an]s. By assumption, we have I =5,
(—Q™ay ...an)s; but by the nature of access, i C T; so by Log.1,
M 55, (4Q™aj...an)s. Suppose that I'c 5, P2[Q™aj...an]s; then
by VFNo*, there is some Frna interpretation (W, U, D,R,P,v);m such
that h;,,(I) = 1 but in which h,,,(5)(P2[Q™ay ... an]) = 0. From the
latter, there is a & such that h,,(5)(P2[Q™a;...an])/d = 0; so, with
HF(), there is some i such that P(Q™); = 2 and h,;,(5)(Ea;)/8 = 0; so
by HF(R), A(ai) & Vim(s)(E); so a(ai) & D(m(s)). But since hi (i) =1,
by VEN&*, hyy(5)(mQ™ay ... an) = 1550 hyy () (—QMay ...an))/0 =1
so by HF(—), h,y(5)(Q™ay ... an) = 0; so by HFR), (a(a1)...a(an)) &
Vim(s)(Q™ay ...an); so, by the construction of v, for i with P(Q™); =2
as above, A(ai) € D(m(s)). This is impossible; reject the assumption:
M Ei. P2[Q™ay ... anls, which is to say, I =, Px.

If Py arises by P2E, then the picture is like this,

1| P2[Q™ay...anls
j (Qna] -~~an)s

k (Qnal coe an]s

where 1,j < kand Py is (Q™ay ... an)s. By assumption, we have I 5
P2[Q™ay ... anls and Tj =5, (Q™aj ... an)s; but by the nature of access,
I CTxand Iy C Iy; so by Lo.1, Ic 5, P2[Q™ay...anls and T K5,
(Qmay...an)s. Suppose I'c &, (Q™aj ... an)s; then by VENa*, there
is som Fro interpretation (W, U, D, R, P, v), such that h,, (T) = 1 but
in which h,,,(5)(Q™aj ... an) = 0. From the latter, there is a 6 such that
him(s)(Q™ar...an)/d = 0; so by HF(R), we have (a(a7)...A(an)) &
Vin(s)(Q™). But since hi () = 1, by VENa*, hy(5)(P2[Q™ay ... anl)
=1land h;;,(5)(Q™a;...an) = 1550 hyy(5)(P2[Q™ay ... an])/6 =1 and
hin(s)(Q™ar ... an)/d = 1; from the second of these, by HF(R), (a(ay)

..A(an)) € Vin(s)(Q™); so by the construction of v, either (a(aj)...
Alan)) € Vin(s)(QM) or there is some i such that P(Q™); = 2 and
Alai) € D(m(s)); so there is some i such that P(Q™); = 2 and A(ay) €
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D(m(s)). But since hy,(5)(P2[Q™ay...an])76 = 1, with HF(/), any
such i with P(Q™); = 2 has h,,(5)(Ea;)/d = 1; so by HF(R), a(a;) €
Vin(s)(E); so a(ai) € D(m(s)). This is impossible; reject the assump-
tion: N =5, (Q™ay ... an)s, which is to say, I'c =%, Px.

(AMn) If Py arises by AMn, then the picture is like this,

s.t
i /A7
k| /A’y

where 1 < k, t does not appear in any member of I (in any undis-
charged premise or assumption) and is not u, and Py is /A/,,. Where
this rule is included in NFnx, Frno includes condition 1. By assump-
tion, I} =%, /A/y; but by the nature of access, I C I U {s.t}; so by
Lo.1, Tx U {s.t} K&, /A/y. Suppose I'c ¥4, /A/y; then by VFNa¥,
there is a Frnx interpretation (W, U, D, R, P,v); such that hy () = 1
but h,,(,)(/A/) = 0. By condition 1, there is a w € W such that
m(s)Rw; consider a map m’ like m except that m’(t) = w, and con-
sider (W, U, D, R, P,v)/; since t does not appear in Iy, it remains that
hm(Tk) = 1; and since m/(s) = m(s) and m/(t) =w, (m/(s), m/(t)) € R;
$0 hy (M U{s.t}) = 1; s0 by VEN&*, hypyr) (/A7) = 1. But since t # u,
m/(u) = m(u); so hyy(y)(/A/) = 1. This is impossible; reject the as-
sumption: [ 5%, /A/y, which is to say, Ik =5, Pk.

(AMp)
(AMo) If Py arises by AMo, then the picture is like this,

where 1 < k and Py is t.s. Where this rule is in NFrx, Fno includes
condition 0. By assumption, I} 7 s.t; but by the nature of access,
I C Tx; so by Lo.1, I %, s.t. Suppose Ic 4%, t.s; then by VFNa*,
there is some Fro interpretation (W, U, D, R, P,v), such that hy, () =
1 but (m(t), m(s)) & R; since him (Nc) = 1, by VENo*, (m(s), m(t)) € R;
and by condition o, for any (x,y) € R, (y,x) € R; so (m(t), m(s)) € R.
This is impossible; reject the assumption: T %, t.s, which is to say,

N 55 Px.
(AMn)

Forany i, I5 =5, Pi.

“Natural Derivations for Priest, An Introduction to Non-Classical Logic”, Australasian Journal of Logic (5) 2006, 47-192


http://www.philosophy.unimelb.edu.au/ajl/2006
http://www.philosophy.unimelb.edu.au/ajl/

http://www.philosophy.unimelb.edu.au/ajl/2006 183

THEOREM 9.2 NFnocis complete: if T |=.., /A/ thenT ... /A/.

Suppose I' ... /A/; then Ty =2, /A/o; we show that Iy K., /A/o. As usual,
this reduces to the standard notion. For the following, fix on some particular
Fno. Then definitions of consistency etc. are relative to it.

ConN

Lg.5

LnG

Log.6

Lg.7

Lo.8

Max

Ser

I'is cONSISTENT iff there is no /A/ such that '}, /A/gand T HE
\—A\.

If s is O or appears in ', and ' t4, . \—=P\q, then ' U{/P/} is consistent.

Suppose s is 0 or appears in " and T 14, \=P\s but ' U{/P/s} is in-
consistent. Then there is some Ay such that ' U{/P/} K. 7/A/¢ and
IMU{/P/s} Hie \—AN¢. But then we can argue,

1|l

2 /P/ A, D

3| | 7A7, from ' U {/P/¢}
4 | NmAN from T U{/P/,}
5| \=P\g 2-4—1

where the assumption is allowed insofar as s is either 0 or appears in T
so I' R \™P\s. But this is impossible; reject the assumption: if s is 0
or appears in I" and T tA,  \—=P\q, then I' U{/P/} is consistent.

Let £ be like our standard language except for the addition of constants
by,by ..., and let I§ be like Iy except that its members are members of
L.

For a derivation D (or set L) say DY/, (%) is like D (%) except that
each of its members has instances of b replaced by a. Then if D is a
derivation from £ and a is a constant that does not appear in D, D%/, is
a derivation from ZY/.

If Ty is consistent, then I} is consistent.

Demonstrations for L9.6 and L9g.7 on the model of parallel results for
classical logic.

There is an enumeration of all the subscripted sentences, P1 P, ...

Proof by construction as usual.
I"is s-MAXIMAL iff for any A either I' . /A/s or 'Rl \ A\,

I"is a SCAPEGOAT set for O iff for every formula of the form /—0OA/,
if I' K. /—OA/, then there is some t such that I' =, s.tand T
/“A/t

I"is a SCAPEGOAT set for V iff for every formula of the form /—VxA/s, if
I'x . /~VxA/s then there is some a such that I' K Eas and ' K
/=AYy /.
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C(F”)

Lg.9

Log.10

For I' with unsubscripted sentences and the corresponding I'y and I}, we
construct ' as follows. Set Qy = T}. By L9.8, there is an enumeration,
P1,P2 ... of all the subscripted sentences; let £y be this enumeration.
Then for the first /A/s in €;_1 such that s is 0 or included in Q;_1, let
& be like £;_7 but without /A/;, and set,

Qi = Qi i Qi1 L \-AN
Qi = Qi1 U{/A/) if Qi 4 Pirna \TANs
and
Q; = Q- if /A/¢ is not of the form /—0OP/ or
/=VxP/
Qi = Qi U{s.t,/—P/y} if /A/; is of the form /—0OP/
-where t is the first subscript not included in Q-
Q; = Qi- U{Ebg,/—P*,/s} if /A/, is of the form /—VxP/,
-where b is the first new constant not included in Q;-
then

M =Uizo Qi

Note that there is always sure to be a subscript t not in Q;- insofar
as there are infinitely many subscripts, and at any stage only finitely
many formulas are added — the only subscripts in the initial Q¢ being 0.
And similarly, there is sure to be a constant b not in Q;- since the only
constants in Q¢ are from the original language. Suppose s appears in I'";
then there is some Q; in which it is first appears; and any formula P; in
the original enumeration that has subscript s is sure to be “considered”
for inclusion at a subsequent stage.

For any s included in I/, T is s-maximal.

Suppose s is included in " but ' is not s-maximal. Then there is
some Ag such that I 14, =~ /A/s and I 14, \—A\s. For any i, each
member of Q; 7 isin I";soif Q; ¢ KL, \—A\s then I K \—A\g;
but I'" . \=A\g; so Qi1 K \—A\g; so since s is included in '/,
there is a stage in the construction that sets Qi+ = Q1 U{/A/}; so by
construction, /A/g € I";so " Bk /A/s. This is impossible; reject the

assumption: I is s-maximal.

If T} is consistent, then each Q; is consistent.

Suppose I} is consistent.

Basis: Qo =T} and I}} is consistent; so Qg is consistent.
Assp: For any i,0 < 1 <k, Q; is consistent.
Show: )y is consistent.

Qy is either () Qy_1, () Q- = Q1 U {/A/), (i) Qe U
{s.t,/—P/¢}, or (iv) Qu- U{Ebs, /~P¥y /).
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@

(i)

(iii)

iv)

Suppose Qy is Q1. By assumption, Qy_1 is consistent; so Qj
is consistent.

Suppose Qy is Qy+ = Q_1 U{/A/s}. Then by construction, s is
Oorin Q7 and Qy_1 A \™A\g; so by Lo.5, Qi1 U{/A/g}
is consistent; so Qy is consistent.

Suppose Qy is Qy+ U {s.t,/—P/}. In this case, as above, Oy, is
consistent and by construction, /—=0OP/; € Qy-. Suppose that
Q4 is inconsistent. Then there is some A, such that Q- U
{s.t,/—P/¢} Fo /A/y and Qe U {s.t, /—P/) H5 \=A\y. In
this case, reason as follows,

I Qk*

2| |s.t A (g, 0D

3 =P/ A, —E)

4 VAN from Q- U {s.t,/—P/¢}
1 N\—AN, from Q. U{s.t,/—P/¢}
6| | \P\¢ 3-5—E

7 | \OP\g 2-6 01

where, by construction, t is not in Q-. So Oy~ Hi.. \OP\g;
but /—0OP/g € Qy+; 50 Q= B, /—0OP/g; so Qg+ is inconsistent.
This is impossible; reject the assumption: Qy is consistent.

Suppose Qy is Qg+ U {Ebs, /nP*,/s}. In this case, as above,
Qy- is consistent and by construction, /—VxP/s € Q. Sup-
pose Qy is inconsistent. Then there is some A, such that Q- U
(Ebg, /P¥p/¢) bt /A/y and Qe U{Ebs, /P¥y /) Fi \—AN .
So reason as follows,

I Qk*

2| | Ebs A (g, VD

3 /=P*4/ A (¢, ~E)

4 VAN from Q.+ U{Ebg, /=P*%,/s}
5 AN, from Qy« U {Ebg, /—P%,/s}
6| | \P%\s 3-5E

7 | \VxP\g 2-6 VI

where, by construction, b does not appear in Q- or in P. So
Oy He L \VxP\g; but /=VxP/g € Qy+; s0 Qs i /—VxP/g; so
Q- is inconsistent. This is impossible; reject the assumption:

Qy is consistent.

For any i, Q; is consistent.

Log.11 If T} is consistent, then I' is consistent.

Reasoning parallel to L2.6 and L6.6.
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Log.12

If T} is consistent, then ' is a scapegoat set for U and V.

For (O). Suppose I} is consistent and ' . =~ /—0OP/s. By Log.11,
" is consistent; and by the constraints on subscripts, s is included
in . Since ' is consistent, " tAL ~ \=—0OP\s; so there is a stage
in the construction process where Qi- = Q;_1 U{/=0P/} and Q; =
Qi+ U {s.t,/=P/¢}; so by construction, s.t € ' and /—=P/y € I'"; so
M Hie s-tand T 5L /—=P/¢. So T is a scapegoat set for 0.

For V. Suppose I} is consistent and I K% =~ /=VxP/s. By Lg.11, I'”/
is consistent; and by the constraints on subscripts, s is included in I'”.
Since ' is consistent, ' A =~ \==VxP\g; so there is a stage in the
construction process where Qi+ = Qi1 U {/=VxP/s} and Q; = Q4 U
{Ebs,/—P*4/s}; so by construction, Ebs € I'" and /=P*4,/s € T"; so
M e Ebsand T BE/=P¥4,/s. So T is a scapegoat set for V.

We construct an interpretation I = (W, U,D,R,P,v) based on ' as
follows. Consider an enumeration aj, a; ... of constants in £ and say
i~jiffi =j or for some s, I'" Hi.. (ai = aj)s, and set i = {j |1 ~ j}.
Then for I = (W,U, D, R, P,v), let W have a member w; corresponding
to each subscript s included in I"’. Set U = {i[i > 1}, and i € D(wy)
iff " K. (Eai)s. And set (wg,wy) € Riff I K, s.t. For any aj,
let v(iai) = 1i; and (i...5) € vy (QM) iff T KX (Q™ay...an)s. Set P
directly from specification of the derivation system: if Et; is a conjunct
of an arbitrary P2[Q™t; ... tn]s, then P(Q™); = 2; if Et; is a conjunct of
an arbitrary P1[Q™t; ... tn]s but not P2[Q™ty ... tn]s, then P(Q™); = 1;
otherwise P(Q™); = 0.

Note that, for arbitrary 5, A(ay) = v(ax) = k.
I =(W,U,D,R,P,v) constructed as above is consistently specified.

reflexivity: For any 1, i ~ i. By construction.

symmetry: For any i and j, if i ~ j, then j ~ i. Suppose i ~ j. If i =
j, the result is immediate. So suppose i # j; then for some s,
M Rew (ai = aj)s; so by =E, " K., (ai = ai)s; and by =E again,
I Hie (@5 = ai)s; 50 > 1.

transitivity: For any i, j, and k, if i o~ j, and j ~ k, then 1 ~ k. Suppose
i~jandj ~ k. If i = j orj = k, the result is immediate. So
suppose i # j and j # k; then for some s and t, I'"" K5 (ai = a;)s
and I K5 (a5 = ai)g; so by =E, T 5 (ai = ak)s;so i~ k.

self-membership: For any 1, 1 € i. For any i, by reflexivity, i ~ i;s0 1 € i.

uniqueness: For any i,if i € hand i € k, then h = k. Suppose there are h
and k such that i € hand i € k, but h # k. From the latter, there is
some j such thatj € handj € k, orj € k and j ¢ h; without loss of
generality, suppose the former; then h ~ i, k ~ i and h ~ j; from
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Log.14

the first, by symmetry, i ~ h; so with the second, by transitivity,
k ~ h, and with the third, by transitivity again, k ~ j; so j € k.
This is impossible; reject the assumption: if i € hand i € k, then
h=k.

equality: For any iandj,j ~ iiff i =j. Suppose j j~i;thenic ], but by
self-membership, i € i; so by uniqueness, i = j. Suppose i = j; by
self-membership, i € {;s01 € j;s0j ~i.

Now for the main lemma:

D is consistently specified. Suppose otherwise; then for some s and
i=3j,1 € D(ws) butj & D(ws). So suppose i = j and i € D(ws). If
i =3, it is immediate that j € D(ws). So suppose i 7& j. Since i € D(wyg),

by construction, I'" K, (Eai)s. And since i = j, by equality, i ~ j;
so, since 1 and j are distinct, for some t, ' i, . (ai = aj)¢; so by =E

" Hw (Eaj)s; so by construction, j € D(wy).

v, (QM) is consistently specified. Suppose otherwise; then for some s
and (h...k) = (d...1), (h...k) € vy, ,(Q™) but (d...1) & v, (QM).
So suppose (h...k) = (d...1) and (h...k) € VWS(Q”) If h = d and
..and k = 1, it is immediate that (d...1) € v, (Q™). So suppose
some i in h...k is distinct from the corresponding j in d...1l. Since
(h...i...k) € v, (Q™), by construction, I K. . (Q™ay .. .. a)s.

Since (h...1...k) = (d...j...1), 1 = j; so by equality, i ~ j; so since
i and j are distinct, for some t, I'" K& (ai = aj)¢; so by =E, I'" K&
(Q™an...aqa;j...ax)s; and similarly for other members that are distinct;
sol" B (QMaq...qj...a1)s; so by construction, (d...1) € vy, (QM).

v(ai) is consistently specified — any constant a; is assigned to exactly
one member of U. This follows immediately from self-membership and
uniqueness.

[ = (W, U,D,R,P,v) constructed as above is such that (i...j) € v, (Q™)
ftr B, (QMay...an)s.

@) Suppose (i...j) € Vi, (Q™); then by the construction of v, either
(i...5) € v, (QM), or for some k ini...j, P(Q™)x = 2 and k € D(ws).
In the first case, by construction, ' K. (Q™a;...aj)s; so by (D), it
follows that I K. (Q™aj ... a;)s. In the second case, by construction,
Eay is a conjunct of P2[Q™a;...a;] and I 4. (Eax)s; however, if
" K —(QMai...a;)s, then by P2I, " K5 . P2[Q™a;...ajls, and
by AE, I’ K (Eax)s; so we have I tAL = (—Q™ajy...a;)s; but by
L9.9, I is s-maximal; so " K% = (QMai...q;j)s. So in either case,
T [ (QMa; ... aj)s.

(iib) Suppose I K. (QMa; ... a;)s. Either I i, P2[Q™a; ... aj]s or
not. If I'" K3 P2[Q™ay ... q5ls, by P2E, I K5 (Q™ayi...aj5)s; so by
construction, (i...j) € vy (Q™); so by the construction of v, (i...j) €
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Log.15

U (Q™). If T K. P2[Q™ajy...ajls, there is some k in i...j such
that P(Q™)x = 2, and I'" 14 . (Eay)s; from the latter, by construction,
k € D(ws); so by the construction of v, (i...j) € v, (Q™). So in either
case, (i...j) € vy, (Q™).

If T is consistent then for (W, U, D, R, P,v) constructed as above, any
sentence /A/ in L, and for any s included in I, h,, (/A/) = Tiff T K5

/A/.

Suppose T} is consistent and s is included in I'". By Lg.9, I is s-
maximal. By Log.11 and Lg.12, ' is consistent and a scapegoat set for
O and V. Now by induction on the number of operators in /A/,

Buasis: 1f /A/ has no operators, then it follows that it is is an atomic
of the sort /Q™ay ... a;/. hy (/A/) =Tiff h,, (/Q™ai...qa5/) =
1; iff, for arbitrary 8, h,, (/Q™a;...a;/)7/d = 1; by HF(R), iff
(Alaq)...alqy)) € /4w (QM); iff 1...5) € /v/4, (Q™); by con-
struction and Lo.14, iff T K5 (/QMay...a5/)s; if T Hi.
/A/s.

Assp: For any i, 0 < i <k, if /A/ has i operators, then h,,_(/A/) =1
W A/

Show: If /A/s has k operators, then h,, (/A/) = Tiff T K5, /A/s.

If /A/s has k operators, then it is of the form /—=P/, /P A Q/,
/OP/s or /¥xP/s, where P and Q have < k operators.

(—) /A/g is /=P/s. (1) Suppose h, (/A/) = 1; then h,, (/—P/) = 1;
so for arbitrary 5, h,,, (/—P/)/6 = 1; so by HF (=), h,,, (\P\) /5
= 0; 50, hy, (\P\) = 0; so by assumption, I'"" 1%, \P\g; so by s-
maximality, I'"" K3, /—P/s, where this is to say, I K., /A/s. (i)
Suppose " K. /A/g; then T K. /—P/s; so by consistency,
I o \P\s; so by assumption, h,, (\P\) = 0; so there is a &
such that h,, (\P\)/6 = 0; so by HF(-), h,, (/—P/)/6 = 1; and
since /A/¢ has no free variables, by L9.2, h,, (/—P/) = 1, where
this is to say, hyy (/A/) = 1. So hy, (/A/) =TI " K, /A/s.

N

(O) /A/sis/0P/g. (@) Suppose hyy (/A/) =1,but I 14 /A/g; then
hw, (/OP/) =1, but I'" t4 . /0OP/. From the latter, by maximal-
ity, I K. \OP\; so, since ' is a scapegoat set for O, there
is some t such that I'"" = s.tand I K5 \—P\y; from the first
of these, by construction, (ws,w¢) € R; and from the second,
by consistency, I'" 14 . /P/¢; so by assumption, h,, (/P/) = 0;
so for some d, hy,, (/P/)/8d = 0; so by HF(O), h,, (/OP/)/5 = 0;
so hy, (/0OP/) = 0. This is impossible; reject the assumption: if
. (/A/) =1, then I 15 /A/s.
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)

(i) Suppose I K. /A/s, but hyy, (/A/) = 0; then I K.
/OP/s, but hy, (/OP/) = 0. From the latter, there is a & such
that h,, (/0OP/)/& = 0; so by HF(D), there is a wy € W such that
wsRwy and h,,, (/P/)/8 = 0; so hy,, (/P/) = 0; so by assumption,
I o /P/¢; but since wsRwy, by construction, I K5 = s.t;
so by OE, I K., /P/¢. This is impossible; reject the assump-
tion: if I k. /A/, then hy, (/A/) = 1. So hy, (/A/) = 1 iff
M AL

/A/s is /NxP/s. (@) Suppose hy, (/A/) = 1, but T t&  /A/;
then h,, (/VxP/) = 1, but I t4 = /VxP/s. From the latter, by
maximality, " i, \—~VxP\; so, since '’ is a scapegoat set for V,
there is some a; such that I'" K5 (Eai)s and T K5 \=P¥q, \s;
from the first of these, by construction, i € D(wjs); and from
the second, by consistency, ' 14y . /P¥q,/s; so by assumption,
ho, (/P¥q,/) = 0; so for some 8, hyy, (/P¥q,/)/d = 0; but v(a;) =
i; 50 a(ai) = 1; so by Lo.4, hyy(s)(/P/)/8[x[i] = 0; so by HE(V),
how, (/¥xP/) /8§ = 05 so hy,, (/¥xP/) = 0. This is impossible; reject
the assumption: if hy, (/A/) =1, then I K, /A/s.

(i) Suppose I K. /A/s, but hyy (/A/) = 0; then T K.
/N'xP/g, but hy, (/¥xP/) = 0. From the latter, there is a & such
that h,, (/VxP/)/& = 0; so by HF(V), there is some i € D(wj)
such that h,,_(/P/)/8[x[il = 0. Since i € D(ws), by construc-
tion, " ... (Eai)s. And since v(a;) =1, A(ai) = i; so by Log.4,
haw, (/P¥a, /)78 = 0; s0 hy, (/P¥q,/) = 0; so by assumption,
I e /Pa,/s. Butsince I k., /VxP/s and T K5 (Eai)s,
by VE, I'" K. /P*a,/s. This is impossible; reject the assump-
tion: if I 5. /A/g, then hy, (/A/) = 1. So hyy (/A7) = 1 iff
M A

For any Ag, hy (/A/) = Tiff I i, /A/s.

Lg.16 IfT{ is consistent, then (W, U, D, R, P,v) constructed as above is an Fro
interpretation.

Suppose I} is consistent.

(EP)

®

Suppose (i...j) € v, (Q™) and for some kini...j, P(Q™)y > 1.
From the former, by construction, I'" .. (Q™ai...a;)s; so
by Pil, I'" ... P1[Q™a;...ajls. But since since P(Q™)x > 1,
by construction, Eay is a conjunct of P1[Q™a; ... a;]; so with
AE, T Bx  (Eax)s; so by construction, k € D(ws), and EP is
satisfied.

By construction, i € vy, (E) iff T K%, (Eai)s; by construction
again, iff i € D(ws).
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(=) Suppose P(=) = (0,0). (i) Suppose (i,j) € v, (=); then by con-

struction, " F& = (ai = aj)s; so i =~ j; so by equality i = j.
(ii) Suppose 1 = j. Since P(=) = (0,0) it is trivial that " K%,
Plla; = ails; so by (=D, I K. (ai = ai)s. And since i = j, by
equality, i ~ j; so either i = j or for some t, " H5 . (ai = aj)¢.
In the first case, since ' H... (ai = ai)s, " Hpe (@i = 05)s
so that, by construction, (i,j) € v, (=). In the second case, by
(=B), I'" K. (ai = a;)s; and by construction, (i,j) € vy, (=).
In either case, then, (i,j) € v, (=). So the interpretation of (=)
is as it should be.
Suppose P(=) # (0,0). (i) Suppose (i,j) € v, (=); then by con-
struction, " K% (ai = aj)s; so i ~ j; so by equality, i =j. And
since I K5 (ai = a;)s, by PII, " B P1lai = aj]s; so since
P(=) has some member # 0, with AE, either I'"’ % = (Eai)s or
" ke . (Eqj)s; so by construction, i € D(ws) or j € D(ws); so,
since 1 = j, i € D(ws). (ii) Suppose i = j and i € D(wg). From
the latter, I'" K. (Eai)s; so for any version of Plla; = ail,
" Hie Pllai = ails; so by &I, I K. (ai = ai)s. From
the former, by equality, i ~ j; so either i = j or for some t,
I Hime (@i = aj)¢. In the first case, since ' H,. (a1 = ai)s,
I Fune (@i = @j)s so that, by construction, (i,j) € vy, (=). In
the second case, by (=)E, I'" ... (ai = a;)s; and by construc-
tion, (1,j) € vy, (=). In either case, then, (i,j) € v (=). So the
interpretation of (=) is as it should be.

() Suppose « includes condition n and wgs € W. Then, by con-
struction, s is a subscript in I; so by reasoning as follows,

|

2 s.t A (g, AMn)

31 | Te T is a tautology
4| | OTs 2,31

51 OTs 2-4 AMn

6| —-0O-T, 5 MN

I Hime 70— Ts; but by Lg.12, I is a scapegoat set for OJ; so there
is a t such that I" K, s.t; so by construction, (ws, w) € R and
7 is satisfied.

(p) Suppose o includes condition p and ws € W. Then by con-
struction, s is a subscript in I'’; so by (AMp), I'" K., s.s; so by
construction, (wg, W) € R and p is satisfied.

(0) Suppose « includes condition o and (ws, w¢) € R. Then by con-
struction, I KX, s.t so by (AMo), I’ K. t.s; so by construc-
tion, (W, ws) € R and o is satisfied.

(1) Suppose « includes condition T and (wg, wy), (Wg, wy,) € R. Then
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by construction, I'" . s.tand IV K, t.u; so by (AM), I K5
s.u; so by construction, (ws, wy,) € R and 7 is satisfied.

Map For any wg € W, set m(s) = ws; otherwise m(s) is arbitrary. And let
I'=(W,U,D,R,P,V) be like I except without assignments to constants
not in the original language. Clearly I’ is an interpretatio for our our
original language, and remains an Frx interpretation.

Lg.17 If T} is consistent, then h/, (Ip) = 1.

Suppose Ty is consistent and /A/y € To; then /A/y € T} and by L9g.7,
I} is consistent; then by construction, /A/y € "5 so I 5. /A/o; so
by L9.15, hyy, (/A/) = 1; but /A/ is a sentence of the original language
without extra constants; so by the corollary to Lg.3, hi, (/A/) = 1. And
similarly for any /A/¢ € Ty. But m(0) = wop; so h/ (Ip) = 1.

Main result: Suppose I' |5, /A/ but T' A, /A/. Then Ty K&, /A/o but Iy
/A/o. By (DN), if Ty b /——=A/o, then To Kk /A/o; so To W /=—A/o;
so by L9g.5, Iy U{\=A\q} is consistent; so by L9.16 and L9g.17, there is an Frnx
interpretation I’ = (W, U, D, R, P,v'), constructed as above such that h/, (Io U
N\=A\p}) = 1; so hﬁn(o)(\ﬁA\) = 1; so for any §, hgn(o)(\ﬁA\)//é = 1; so by
HF (), h;n(o)(/A/)//é =0;so h;n(o)(/A/) =0;soh! (To) =1and h’m(o](A) =
0; so by VFNa*, Ty F4%. /A/. This is impossible; reject the assumption: if
Ik, /A/, thenT K, /A/.
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